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Abstract—In today’s data centers, precisely controlling server power consumption is an essential way to avoid system failures caused

by power capacity overload or overheating due to increasingly high server density. While various power control strategies have been

recently proposed, existing solutions are not scalable to control the power consumption of an entire large-scale data center, because

these solutions are designed only for a single server or a rack enclosure. In a modern data center, however, power control needs to be

enforced at three levels: rack enclosure, power distribution unit, and the entire data center, due to the physical and contractual power

limits at each level. This paper presents SHIP, a highly scalable hierarchical power control architecture for large-scale data centers.

SHIP is designed based on well-established control theory for analytical assurance of control accuracy and system stability. Empirical

results on a physical testbed show that our control solution can provide precise power control, as well as power differentiations for

optimized system performance and desired server priorities. In addition, our extensive simulation results based on a real trace file

demonstrate the efficacy of our control solution in large-scale data centers composed of 5,415 servers.

Index Terms—Power capping, data centers, control theory, power management, scalability, servers.
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1 INTRODUCTION

POWER consumed by computer servers has become a
serious concern in the design of large-scale enterprise

data centers. In addition to high electricity bills and negative
environmental implications, increased power consumption
may lead to system failures caused by power capacity
overload or system overheating, as data centers increasingly
deploy new high-density servers (e.g., blade servers), while
their power distribution and cooling systems have already
approached the peak capacities. The goal of power control
(also called power capping) is to have runtime measurement
and control of the power consumed by servers, so that we
can achieve the highest system performance while keeping
the power consumption lower than a given power budget,
which can be determined by various factors such as the
capacity of the power distribution system. Precise power
control, combined with power differentiation based on
server performance needs, can prevent system failures
while allowing data centers to operate at peak efficiencies
for a higher return on investment.

In today’s data centers, power needs to be controlled at
three levels: rack enclosure, Power Distribution Unit (PDU),
and an entire data center, due to the physical and contractual
power limits at each level [2]. For example, if the physical
power limits are violated, overloading of electrical circuits
may cause circuit breakers to trip, resulting in undesired

outages. Even though data centers commonly rely on power
provisioning, the actual power consumption of the IT
equipment in a data center may still exceed the power
distribution capacity of the facility. A real scenario that
many data centers face is that business needs require
deploying new servers rapidly while upgrades of the power
and cooling systems lag far behind. In some geographies, it
is either impossible or cost-prohibitive to provide more
power from the utility company to the data centers. For
example, the power consumption of National Security
Agency (NSA) headquarters in 2006, which is greater than
that of the city of Annapolis, reached the power limit of the
facility [3]. The agency responded by turning off noncritical
equipment. In 2007, the power constraint delayed deploy-
ment of new computing equipment and caused planned
outages and rolling brownouts in the NSA data center.
Similar incidents are expected to increasingly occur in the
coming years as more data centers reach their power limits.
Therefore, it is important to control the power consumption
of an entire data center.

However, to date, most existing work on server power
control focuses exclusively on controlling the power
consumption of a single server. Only a few recently
proposed control strategies are designed for the rack
enclosure level [4], [5], [6]. These centralized solutions
cannot be easily extended to control an entire large-scale
data center due to several reasons. First, the worst-case
computational complexity of a centralized controller is
commonly proportional to the system size, and thus, cannot
scale well for large-scale systems [7]. Second, since every
server in the data center may need to communicate with the
centralized controller in every control period, the controller
may become a communication bottleneck. Furthermore, a
centralized controller may have long communication delays
in large-scale systems. Therefore, highly scalable control
solutions need to be developed.

In addition, most existing power control solutions
heavily rely on heuristics for decision making. In recent
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years, feedback control theory has been identified as an
effective tool for power control due to its theoretically
guaranteed control accuracy and system stability. Control
theory also provides well-established controller design
approaches, e.g., standard ways to choose the right control
parameters, such that exhaustive iterations of tuning and
testing can be avoided. Furthermore, control theory can be
applied to quantitatively analyze control performance (e.g.,
stability, settling time) even when the system is suffering
unpredictable workload variations. This rigorous design
methodology is in sharp contrast to heuristic-based adap-
tive solutions that heavily rely on extensive manual tuning.
For example, recent work [8], [5] has shown that control-
theoretic power management outperforms commonly used
heuristic solutions by having more accurate power control
and better application performance.

There are several challenges in developing scalable
power control algorithms. First, the global control problem
(i.e., power control for an entire data center) needs to be
decomposed into a set of control subproblems for scal-
ability. The decomposition strategy must comply with the
data centers’ power distribution hierarchy. Second, the
local controller designed for each decomposed subproblem
needs to achieve local stability and control accuracy
despite significantly varying workloads. Third, each local
controller needs to coordinate with other controllers at
different levels for global stability and control accuracy.
Finally, the system performance of the data center needs to
be optimized based on optimal control theory, subject to
various system constraints.

In this paper, we present SHIP, a highly scalable
hierarchical power control architecture for large-scale data
centers composed of thousands of servers. Our control
architecture is systematically designed based on advanced
optimal control theory for theoretically guaranteed control
accuracy and system stability. Specifically, the contributions
of this paper are four-fold:

. We decompose the problem of power control for a
data center into control subproblems at the three
levels of the common power distribution hierarchy,
and then model the power consumption of each level.

. We design and analyze Multi-Input-Multi-Output
(MIMO) power control algorithms for different levels
based on Model Predictive Control (MPC) theory to
optimize system performance, while controlling the
total power to stay within the desired constraints.

. We implement our control architecture on a physical
testbed and provide the implementation details of
each component in the control loops.

. We present empirical results on a physical testbed to
demonstrate that our solution can provide precise
power control and desired power differentiation for
optimized system performance and desired server
priorities. With scalability constraints, our control
solution outperforms a state-of-the-art centralized
power controller by having better benchmark perfor-
mance. We also present simulation results based on a
real trace file of 5,415 servers to show the effectiveness
of our solution in large-scale data centers.

The rest of the paper is organized as follows: Section 2
introduces the overall architecture of our hierarchical

power control solution. Section 3 describes the system
modeling, controller design and analysis of the PDU-level
power controller. Section 4 discusses the coordination
among controllers at different levels. Section 6 provides
the implementation details of our control architecture and
our empirical results on a physical testbed. Section 7
highlights the distinction of our work by discussing the
related work. Section 8 concludes the paper.

2 HIERARCHICAL POWER CONTROL ARCHITECTURE

In this section, we provide a high-level description of the
SHIP power control architecture, which features a three-
level power control solution. First, the rack-level power
controller adaptively manages the power consumption of a
rack by manipulating the CPU frequency (e.g., via Dynamic
Voltage and Frequency Scaling (DVFS)) of the processors of
each server in the rack. Second, the PDU-level power
controller manages the total power consumption of a PDU
by manipulating the power budget of each rack in the PDU.
Similar to the PDU-level controller, the data center-level
controller manages the total power consumption of the
entire data center by manipulating the power budget of each
PDU. Our control architecture is directly applicable to data
centers, where applications (e.g., scientific computing and
background data processing) can allow degraded perfor-
mance when power must be controlled to stay below a
budget at runtime (e.g., due to thermal emergency). For
data centers, where applications need to achieve specified
service-level agreements (SLAs) (e.g., response time), our
solution can be integrated with application-level perfor-
mance control solutions (e.g., [9], [10], [11]) for simulta-
neous control of power and application performance.

We assume that the power limit of the upper level (e.g.,
the data center) is lower than the sum of the maximum
power limits of all the lower-level units (e.g., PDUs). This
assumption is based on two key observations of data center
operation. First, many data centers are rapidly increasing
their number of hosted servers to support new business in
the short term, while infrastructure upgrades at upper
levels happen over much longer time scales due to cost
considerations. Second, lower-level units commonly have
nonuniform workloads and so can rarely reach their power
limits simultaneously.

There are several reasons for us to use processor
frequency (and voltage) scaling as our actuation method
at the rack level. First, processors commonly contribute a
large portion of the total power consumption of a server
[12]. As a result, the processor power difference between
the highest and lowest power states is large enough to
compensate for the power variation of other components,
and can thus provide an effective way for server power
control. Second, frequency scaling has a small overhead
while some other actuation methods, like turning servers
on/off, may lead to service interruption and undesired long
delays. Finally, current processors support frequency
scaling by DVFS or clock modulation [8], while there are
still very few real disks or memory devices that are
designed for servers and allow runtime transition among
different active power modes. Note that other actuation
methods can also be included in our control architecture,
which is our future work.
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As shown in Fig. 1, the key components in a rack-level
control loop include a power controller and a power monitor at
the rack level, as well as a CPU utilization monitor and a CPU
frequency modulator on each server. The control loop is
invoked periodically, and its period is chosen based on a
trade-off between actuation overhead and system settling
time. The following steps are invoked at the end of every
control period:

1. The power monitor (e.g., a power meter) measures
the average value of the total power consumption of
all the servers in the last control period and sends
the value to the controller. The total power con-
sumption is the controlled variable of the control loop.

2. The utilization monitor on each server sends its CPU
utilization in the last control period to the controller.
The utilization values can be used by the controller to
optimize system performance by allowing servers
with higher utilizations to run at higher CPU
frequencies. Please note that application-level perfor-
mance metrics, such as response time and throughput
can also be used in place of CPU utilization to
optimize power allocation in our solution.

3. The controller computes the new CPU frequency
level for the processors of each server, and then
sends the level to the CPU frequency modulator on
each server. The levels are the manipulated variables of
the control loop.

4. The CPU frequency modulator on each server
changes the CPU frequency (and voltage if using
DVFS) of the processors accordingly. The rack-level
power controller is designed based on the power
control algorithm presented in [5]. The focus of this
paper is on the power control loops at the PDU and
data center levels and the coordination among
controllers at different levels.

The key components in a PDU-level power control loop
include a power controller and a power monitor at the PDU
level, as well as the rack-level power controllers and the
utilization monitors of all the racks located within the PDU.
The control loop is invoked periodically to change the power
budgets of the rack-level control loops of all the racks in the
PDU. Therefore, to minimize the impact on the stability of a
rack-level control loop, the control period of the PDU-level
loop is selected to be longer than the settling time of the rack-
level control loop. This guarantees that the rack-level control
loop can always enter its steady state within one control
period of the PDU-level loop, so that the two control loops
are decoupled and can be designed independently. The

following steps are invoked at the end of every control period
of the PDU-level loop:

1. The PDU-level power controller receives the power
consumption of the entire PDU in the last control
period from the PDU-level power monitor. The
power consumption is the controlled variable of this
control loop.

2. The PDU-level controller also receives the average
CPU utilization of (all the servers in) each rack from
the rack-level utilization monitor. The utilizations
are used to optimize system performance by
allocating higher power budgets to racks with higher
utilizations.

3. The PDU-level controller then computes the power
budget for each rack to have in the next control period
based on MPC control theory [13]. The power budgets
are the manipulated variables of the control loop.

4. The power budget of each rack is then sent to the rack-
level power controller of that rack. Since the rack-
level power controller is in its steady state at the end
of each control period of the PDU-level controller, the
desired power budget of each rack can be achieved by
the rack-level controller by the end of the next control
period of the PDU-level controller.

Similar to the PDU-level control loop, the data center-

level power control loop controls the power consumption of

the entire data center by manipulating the power budgets of

the PDU-level power control loops of all the PDUs in the

data center. The control period of the data center-level

power control loop is selected in the same way to be longer

than the settling time of each PDU-level control loop.

3 PDU-LEVEL POWER CONTROLLER

In this section, we introduce the design and analysis of the

PDU-level power controller. The data center-level controller

is designed in the same way.

3.1 Problem Formulation

PDU-level power control can be formulated as a dynamic

optimization problem. In this section, we analytically model

the power consumption of a PDU. We first introduce the

following notation. Tp is the control period. priðkÞ is the

power consumption of Rack i in the kth control period.

�priðkÞ is the power consumption change of Rack i, i.e.,

�priðkÞ ¼ priðkþ 1Þ � priðkÞ. briðkÞ is the power budget of

Rack i in the kth control period. �briðkÞ is the power budget

change of Rack i, i.e., �briðkÞ ¼ briðkþ 1Þ � briðkÞ. uriðkÞ is

the average CPU utilization of all the servers in Rack i in the

kth control period. N is the total number of racks in

the PDU. ppðkÞ is the aggregated power consumption of the

PDU. Ps is the power set point, i.e., the desired power

constraint of the PDU.
Given a control error, ppðkÞ � Ps, the control goal at the kth

control point (i.e., time kTp) is to dynamically choose a power

budget change vector �brðkÞ ¼ ½�br1ðkÞ . . . �brNðkÞ�T to

minimize the difference between the power consumption of

the PDU in the next control period and the desired power set

point
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min
f�brjðkÞj1�j�Ng

ðppðkþ 1Þ � PsÞ2: ð1Þ

This optimization problem is subject to three constraints.
First, the power budget of each rack should be within an
allowed range, which is estimated based on the number of
servers in that rack and the maximum and minimum
possible power consumption of each server. This constraint
is to prevent the controller from allocating a power budget
that is infeasible for the rack-level power controller to
achieve. Second, power differentiation can be enforced for
two or more racks. For example, in some commercial data
centers that host server racks for different clients, racks may
have different priorities for power budget allocation. As
power is directly related to application performance, the
power budget allocated to one rack may be required to be n
(e.g., 1.2) times that allocated to another rack. This is
referred to as proportional power differentiation. The differ-
entiation is particularly important when the entire data
center is experiencing temporary power budget reduction.
In that case, with power differentiation, premium clients
may have just slightly worse application performance while
ordinary clients may suffer significant performance degra-
dation. Finally, the total power consumption should not be
higher than the desired power constraint. The three
constraints are modeled as:

Pmin;j � �brjðkÞ þ brjðkÞ � Pmax;j ð1 � j � NÞ;
�briðkÞ þ briðkÞ ¼ nð�brjðkÞ þ brjðkÞÞ ð1 � i 6¼ j � NÞ;
ppðkþ 1Þ � Ps;

where Pmin;j and Pmax;j are the estimated minimum and
maximum power consumption of a rack. The two values are
estimated based on the number of servers in the rack and
the estimated maximum and minimum power consumption
of a server when it is running a nominal workload, which
can be the typical applications of the servers with the most
typical load profiled based on history data. The two values
may be different in a real system due to different server
configurations and workloads, which could cause the
controller to allocate a power budget that is infeasible
(e.g., too high or too low) for a rack-level controller to
achieve. This uncertainty is modeled in the system model
described in the next section. Therefore, PDU-level power
management has been formulated as a constrained MIMO
optimal control problem.

3.2 System Modeling

We now consider the total power consumption of a PDU.
The total power consumption in the ðkþ 1Þth control
period, ppðkþ 1Þ, is the result of the power consumption
of the PDU in the previous control period, ppðkÞ, plus the
sum of the power consumption changes of all the racks in
the PDU.

ppðkþ 1Þ ¼ ppðkÞ þ
XN

i¼1

�priðkÞ: ð2Þ

As introduced in Section 2, the control period of the
PDU-level controller is longer than the settling time of the
rack-level controller. As a result, at the end of each control
period of the PDU-level controller, the desired power

budget of each rack should have already been achieved
by the corresponding rack-level controller, i.e., the power
consumption change �priðkÞ should be equal to the power
budget change �briðkÞ. However, there could be situations
that a rack may fail to achieve a given power budget
because it is infeasible to do so. For example, a rack may fail
to reach a given high power budget because its current
workload is not as power intensive as the nominal work-
load used to estimate the maximum power consumption of
a rack used in constraint (2). As a result, the current
workload may not be enough for the rack to achieve the
given power budget even when all the servers in the rack
are running at their highest frequencies. In that case, the
power consumption change of the rack may become a
function of the change of its assigned budget, i.e.,
�priðkÞ ¼ gi�briðkÞ, where gi is the system gain, which is
also called the power change ratio. Note that gi is used to
model the uncertainties of the PDU-level power controller
and its value is unknown at design time.

In general, the relationship between the power con-
sumption of all the servers in a PDU and the power budget
change of each rack in the PDU can be modeled as follows:

ppðkþ 1Þ ¼ ppðkÞ þG�brðkÞ; ð3Þ

where G ¼ ½g1 . . . gN �, and �brðkÞ ¼ ½�br1ðkÞ . . . �brNðkÞ�T .
We apply MPC theory [13] to design the controller. MPC

is an advanced control technique that can deal with MIMO
control problems with constraints on the plant and the
actuators. This characteristic makes MPC well suited for
power control in data centers. The detailed controller
design and analysis are available in the supplementary file,
which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TPDS.2011.93, of this paper. A fundamental benefit of the
control-theoretic approach is that it gives us confidence for
system stability. Our analysis shows that the designed MPC
controller can remain stable even when the system model
changes significantly due to runtime workload variations.

4 COORDINATION WITH RACK-LEVEL CONTROLLER

In this section, we analyze the coordination among the
controllers at different levels.

As discussed in Section 2, to achieve global stability, the
period of an upper-level (e.g., PDU) control loop is preferred
to be longer than the settling time of a lower-level (e.g., rack)
control loop. This guarantees that the lower-level loop can
always enter its steady state within one control period of the
upper-level control loop, so that the two control loops are
decoupled and can be designed independently. As long as
the two controllers are stable individually, the combined
system is stable. Note that the configuration of settling time is
a sufficient but not necessary condition for achieving global
stability. In other words, global stability can be achieved in
some cases even when the control period is shorter than the
settling time of the lower-level control loop [14].

We now analyze the settling times of the PDU-level
control loop and the rack-level control loop. The settling
time analysis includes three general steps. First, we
compute the feedback and feedforward matrices for the
controller by solving the control input based on the system
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model (e.g., (3)) of a specific system. The analysis needs to
consider the composite system consisting of the dynamics
of the original system and the controller. Second, we derive
the closed-loop model of the composite system by sub-
stituting the control inputs derived in the first step into the
actual system model. Finally, we calculate the dominant
pole (i.e., the pole with the largest magnitude) of the closed-
loop system. According to control theory, the dominant
pole determines the system’s transient response such as
settling time.

As an example, we follow the above steps to analyze the
settling times of the PDU-level controller and a rack-level
controller used in our experiments. The PDU-level con-
troller has a nominal gain vector G ¼ ½1; 1; 1�. Our results
show that the magnitude of the dominant pole of the
closed-loop system is 0.479. As a result, the number of
control periods for the PDU-level loop to settle is six. The
rack-level controller has a nominal vector A ¼ ½56; 56; 58�.
Therefore, the settling time of the rack-level loop is 16
control periods.

5 DISCUSSION

The key advantage of power capping is that it provides a safe
way for a data center to support more servers within the
limited cooling and power supply capacities. As a result,
data centers can gain a maximized return on their nonrecur-
ring facility investment. In this section, we discuss the
selection of control periods in the SHIP control architecture.

There are several factors to consider regarding the
selection of control periods at different levels. For example,
at the PDU level, the primary factors are the circuit breaker
trip time on the input power to the PDU, the amount of
oversubscription on the PDU power, and the number of
control periods required to settle to the desired power set
point. Secondary factors include the time to measure the
power consumption and server utilization, the time to
perform the control algorithm, and the time to actuate DVFS
at the server level for power control.

The data center power infrastructure must adhere to
safety regulations by using appropriately sized circuit
breakers. For example, in the United States, the National
Electric Code (NEC) [15] requires the continuous power load
on a circuit breaker to be at most 80 percent of the circuit
breaker rating. This 80 percent power load represents the set
point of the power capping controller. Circuit breakers have
two types of trip-time behavior which are specified in the
UL489 standard. First, short-circuits (for example, over
500 percent of rated load) cause the circuit breaker to trip
within a few milliseconds. Second, overload conditions for
less severe current draw can trip the circuit breaker on a
time scale from milliseconds to hours, depending on the
severity of the overload. Only the overload condition is
relevant for the control period selection, since practical uses
of power oversubscription do not reach load levels sufficient
to cause a short-circuit trip condition.

A data center may safely use power shifting to over-
subscribe the circuit breaker by up to 25 percent, according to
the above NEC rule. At this level, the range of momentary
overshoot by the controller is limited to 100 percent of the
circuit breaker rated load and the breaker will never be put

into an overload condition. In this case, secondary factors can
be used to set the control period. We believe that over-
subscription up to 25 percent is practical, low-risk, and
financially attractive for data centers. For example, a selection
of IBM’s US data centers showed a total power consumption
increase of 4 percent per year [16]. The 25 percent increase in
power oversubscription from power capping would allow
new data center construction costs, ranging in 100s of millions
USD, to be deferred for about five years.

The overload trip times must be taken into account to
deal with oversubscription beyond 25 percent or unex-
pected power spikes caused by workload variations. For
example, circuit breakers based on UL489 available from
Rockwell Automation exhibit trip times of more than
2 minutes when overloaded to 125 percent of rated load
(oversubscription of 56 percent) [17]. In order to avoid
tripping breakers, power must be controlled to stay below
the rated load within the specified trip time. This means
that PDU-level controllers could use a control period of at
most 20 seconds (2 minutes/6 control periods to settle).
Consequently, to ensure system stability with settling time
configuration (as discussed in Section 4), the rack-level
controllers could use a control period of at most 1.25 seconds
(20 seconds/16 control periods to settle). The capabilities of
power metering equipment today can easily achieve these
time intervals. For example, the Yokogawa WT210 power
meter specified in the SPECpower benchmark [18] for
measuring server energy-efficiency can measure power
down to intervals of 40 milliseconds. The specific control
periods used by our experimental cluster (5 s for the rack-
level controller and 80 s for the PDU-level controller) were
chosen to keep prototyping costs low and increase
measurement accuracy. Our prototype control periods can
be easily scaled to comply with breaker trip times by using
higher class power meters.

The control period is also related to the computational
complexity of the MPC control algorithm. In our prototype
system the controller is based on the lsqlin solver in
Matlab. The computational complexity of lsqlin is
polynomial in the number of servers and the control and
prediction horizons. Fig. 2 shows that the average execution
time of the MPC controller increases dramatically as the
number of directly controlled servers increases. For exam-
ple, the MPC controller with 100 servers takes approxi-
mately 0.39 s. For a rack of 100 servers, this is well below the
control period time of 1.25 s required for 56 percent
oversubscription.

A final factor to consider for control period selection is
the overhead of DVFS. Recent server products are able to
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slew frequency at a rate of 2 GHz in 50 microseconds [19].
An industry standard voltage regulator specification for
servers recommends a minimum voltage slew time across
the voltage range of 0.5 to 1.6 V to be no more than
110 microseconds [20]. Therefore, both frequency and
voltage slew rates are well within the control period time
constraints imposed by circuit breakers.

6 EMPIRICAL RESULTS

In this section, we first introduce the physical testbed and
benchmarks used in our experiments, as well as the
implementation details of the control components. We then
present our empirical results to demonstrate that the SHIP
hierarchical control solution can provide precise power
control for different power set points and when the set point
is reduced at runtime (e.g., due to thermal emergencies).

We have also examined the capability of SHIP to
provide desired power differentiation and compared SHIP
with a state-of-the-art centralized control solution on our
testbed. Furthermore, we have conducted simulations to
stress test SHIP in large-scale data centers using a trace file
from real-world data centers, which has the utilization data
of 5,415 servers. Those additional empirical and simulation
results are available in the supplementary file, which can
be found on the Computer Society Digital Library at
http://doi.ieeecomputersociety.org/10.1109/TPDS.2011.93,
of this paper.

6.1 Testbed Implementation

Our testbed includes nine Linux servers to run workloads
and a Linux machine to run the controllers. The nine servers
are divided into three groups with three servers in each
group. Each group emulates a rack while the whole testbed
emulates a PDU. Servers 1 to 4 are equipped with 2.4 GHz
AMD Athlon 64 3800+ processors and run openSUSE 11.0
with kernel 2.6.25. Servers 5 to 8 are equipped with 2.2 GHz
AMD Athlon 64 X2 4200+ processors and run openSUSE
10.3 with kernel 2.6.22. Server 9 is equipped with 2.3 GHz
AMD Athlon 64 X2 4400+ processors and runs openSUSE
10.3. All the servers have 1 GB RAM and 512 KB L2 cache.
Rack 1 includes Servers 1 to 3. Rack 2 includes Servers 4 to
6. Rack 3 includes Servers 7 to 9. The controller machine is
equipped with 3.00 GHz Intel Xeon Processor 5,160 and
8 GB RAM, and runs openSUSE 10.3. All the machines are
connected via an internal Ethernet switch.

In our experiments on the testbed, we use two standard
benchmarks: High Performance Computing Linpack Bench-
mark (HPL) (V1.0a) and SPEC CPU2006 (V1.0), as our
workloads. HPL is a software package that solves a
(random) dense linear system in double precision (64 bits)
arithmetic. The problem size of HPL is configured to be
10;000� 10;000 and the block size is set as 64 in all
experiments unless otherwise noted. SPEC CPU2006 is
configured with one user thread and recorded as perfor-
mance ratio, i.e., the relative speed of the server to finish
each benchmark (compared to a reference Sun UltraSparc II
machine at 296 MHz). CPU2006 includes CINT2006 and
CFP2006, which consist of integer and floating-point bench-
marks, respectively. The reported result is the average of all
the benchmarks in each category. Note that, we use HPL

and SPEC CPU2006 as our workloads because they provide
standard ways to quantify the performance improvement
achieved by our control solution. Our control algorithm is
not limited to the two benchmarks and can be used to
achieve similar performance improvement for other work-
loads in data centers.

We now introduce the implementation details of each
component in our power control architecture.

Power monitor. The power consumptions of the emulated
PDU and three racks are measured with four WattsUp Pro
power meters, which have an accuracy of 1.5 percent of the
measured value. The power meters sample the power data
every second and then send the readings to the four
controllers through system files /dev/ttyUSB0 to ttyUSB3.

Utilization monitor. The utilization monitor uses the /
proc/stat file in Linux to estimate the CPU utilization in each
control period. The file records the number of jiffies (usually
10ms in Linux) when the CPU is in user mode, user mode
with low priority (nice), system mode, and when used by
the idle task, since the system starts. At the end of each
sampling period, the utilization monitor reads the counters,
and estimates the CPU utilization as 1 minus the number of
jiffies used by the idle task divided by the total number of
jiffies in the last control period.

CPU frequency modulator. We use AMD’s Cool’n’Quiet
technology to enforce the new frequency (and voltage) level
by DVFS. The AMD microprocessors have four or five
discrete DVFS levels. To change CPU frequency, one needs
to install the cpufreq package and then use the root privilege
to write the new frequency level into the system file /sys/
devices/system/cpu/cpu0/cpufreq/scaling_setspeed. The AMD
processors used in our experiments support only several
discrete frequency levels. However, the new frequency level
periodically received from a rack-level power controller
could be any value that is not exactly one of the supported
frequency levels. Therefore, the modulator code must
resolve the output value of the controller to a series of
supported frequency levels to approximate the desired
value. For example, to approximate 2.89 GHz during a
control period, the modulator would output a sequence of
supported levels: 2.67, 3, 3, 2.67, 3, 3, etc. on a smaller
timescale. The detailed modulator algorithm can be found in
[8]. Clearly, when the sequence has more numbers during a
control period, the approximation will be better but the
actuation overhead may become higher. In this paper,
we choose to use 50 discrete values to approximate the
fractional frequency level, which leads to a subinterval of
100 ms during an example control period of 5 s. Since the
average overhead (i.e., transition latency) of changing the
DVFS level in AMD Athlon processors is about 100 �s
according to the AMD white paper report [21], the impact of
actuation overhead on system performance is no more than
0.1 percent (100 �s=100 ms), even in the worst case when the
frequency needs to be changed in every subinterval. This
amount of overhead is acceptable to most computer
systems. In addition, recent studies [22] have shown that
the overhead of DVFS in future processors can be in
nanoseconds. Therefore, the overhead of DVFS is small
enough to be used in real systems even when a much
smaller control period is adopted.
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6.2 Precise Power Control

In this experiment, we run the HPL benchmark on each of
the nine servers. The power set point of the PDU is 960 W.
Fig. 3 shows a typical run of the SHIP hierarchical control
solution. At the beginning of the run, the total power of the
PDU is lower than the set point because all the servers are
initially running at the lowest frequency levels. The PDU-
level controller responds by giving more power budgets to
all the three racks. The rack-level controllers then step up
the servers’ frequency levels to achieve the new power
budgets within one control period of the PDU-level loop.
After four control periods, the power consumption of the
PDU has been precisely controlled at the desired set point,
without causing an undesired overshoot. After the transient
state, as shown in Fig. 3b, the power budget allocated to
each rack is kept at a stable value with only minor
variations. The power consumption of each rack has also
been precisely controlled at their respective allocated
budgets. As discussed in Section 3.2, the PDU controller
tries to minimize the difference between the estimated
maximum power consumption (i.e., Pmax;j) and the allo-
cated power budget for each rack in its cost function.
Specifically, the maximum power consumption for Racks 1
to 3 is 339 W, 347.5 W, and 364.5 W, respectively. Since all
the racks have the same weight (100 percent CPU
utilization), their budgets are allocated to have the same
distance with their maximum power consumptions.

In a data center, a PDU may be given different power set
points at different times. For example, a data center may
need to deploy a new PDU before an upgrade of its power
distribution capacity can be done. As a result, the power set
points of all other PDUs need to be reduced to accom-
modate the new PDU. Therefore, it is important to precisely
control power for different power set points. We test our
control solution for different set points (from 800 to 980 W).
Fig. 4 plots the average power consumption of the emulated
PDU with the standard deviation on the top of each bar.
Each value is the average of 20 power measurements of the

PDU after the PDU-level controller enters its steady state.
The maximum standard deviation is only 1.08 W around
the desired set point. This experiment demonstrates that
SHIP can provide precise power control.

6.3 Power Budget Reduction at Runtime

In this experiment, we stress test the hierarchical control
solution in a scenario that is important to data centers. In
this scenario, the power set point of the PDU needs to be
reduced at runtime due to various reasons, such as failures
of its cooling systems or its power supply systems. The set
point is then raised back after the problem is fixed. A power
controller designed for today’s data center must be able to
handle online power budget reduction because it is
commonly infeasible to shut down, and then, restart all
the servers with a new power set point.

As shown in Fig. 5a, the power set point is reduced from
1,000 W at time 800 s to 880 W in the next control period. As
a result, the PDU-level controller reduces the power of the
PDU by lowering the budgets allocated to the three racks.
The racks then achieve the lowered budgets by stepping
down the CPU frequency levels of their servers, as shown in
Fig. 5b. Consequently, the power of the PDU converges to
the new set point within in one control period of the PDU-
level control loop. At time 1,600 s, the power set point is
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Fig. 3. A typical run of the SHIP hierarchical control solution on the
physical testbed. (a) Power consumption of the PDU. (b) Power
consumptions of the three racks.

Fig. 4. Average power consumption of the emulated PDU under different
power set points (with standard deviations above the bars).

Fig. 5. A typical run of the hierarchical solution when the power set point
is reduced at runtime. (a) Power consumption of the PDU. (b) Power
consumptions of the three racks.



raised back to 1,000 W. The PDU-level controller then
increases the power budgets of the racks to achieve the new
set point. This experiment demonstrates that SHIP can
provide robust power control despite power budget
reduction at runtime.

7 RELATED WORK

Power is one of the most important design constraints for
enterprise servers. Much of the prior work has attempted to
reduce power consumption by improving the energy-
efficiency of individual server components [16]. There has
been some work on system-level power and thermal
management [23], [24], [25]. For example, Nathuji and
Schwan have proposed heuristic solutions for power
budgeting in virtualized environments [26]. In contrast to
existing work, which relies on heuristic-based control
schemes, we adopt a rigorous design methodology that
features a control-theoretic framework for systematically
developing control strategies with analytical assurance of
control accuracy and system stability.

Several research projects [27], [8], [28] have successfully
applied control theory to explicitly control power or
temperature of a single enterprise server. Some recent work
has proposed heuristic-based control strategies at the rack
level [4], [29]. Control-theoretic solutions have also been
designed to control rack-level power consumption for
optimized system performance [5]. However, those solutions
cannot be directly applied to control a PDU or an entire data
center because the overhead of their centralized control
schemes becomes prohibitive when the system size increases
to a certain extent. In contrast, our hierarchical control
architecture is highly scalable for large-scale data centers.

A recent study [6] indicates the possibility of having a
general group power manager that can be extended to
control a data center. Our work is different in three aspects:
1) our control scheme is designed specifically based on data
centers’ three-level power supply hierarchy, 2) our solution
features a MIMO control strategy with rigorous stability
analysis, and 3) our work is evaluated on a physical testbed,
while only simulation results are presented in [6]. In
addition, we also present simulation results in large-scale
data centers with a trace file of 5,415 servers while only
180 servers are simulated in [6]. At the PDU level, Govindan
et al. [30] propose statistical profiling-based techniques to
provision servers under a power constraint. At the data
center level, Fan et al. [2] investigate the aggregate power
usage characteristics of a warehouse-sized data center. In
contrast, we dynamically control the power consumption of
an entire data center and optimize system performance by
shifting power among racks and PDUs. Pelley et al. propose
a method of distributing PDU power feeds to reduce the
number of PDUs required to tolerate PDU failures [31].
Their technique requires a power capping component, such
as SHIP, to prevent long-term overload conditions.

8 CONCLUSIONS

Power control for an entire data center has become
increasingly important. However, existing server power
control solutions are not scalable for large-scale data centers

because they are designed for a single server or a rack
enclosure. In this paper, we presented SHIP, a highly scalable
hierarchical control architecture that controls the total power
consumption of a large-scale data center to stay within a
constraint imposed by its power distribution capacity. The
control architecture is designed based on rigorous control
theory for analytical assurance of control accuracy and
system stability. Empirical results on a physical testbed show
that our control solution can provide precise power control,
as well as power differentiations for optimized system
performance and desired server priorities. In addition, our
extensive simulation results based on a real trace file
demonstrate the efficacy of our control solution in large-
scale data centers composed of thousands of servers.
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