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Abstract

1.

Pawver managemertastraditionallyfocusedon portableandhandhelddevices.
This paperbreakswith tradition and presentsa casefor managingpower con-
sumptionin web seners. Web senersexperiencelarge periodsof low utiliza-
tion, presentingan opportunityfor using powver managemento reduceenegy
consumptiorwith minimal performanceémpact. We measuredhe enegy con-
sumptionof a “typical” web sener undera variety of workloadsderived from
accesdogs of realwebsitesjncludingthe 1998Winter Olympicswebssite. Our
measurementshav thatthe CPU is the largestconsumerof power for typical
websenerstoday

We have alsocreateda power simulatorfor web servingworkloadsthat es-
timatesCPU enegy consumptiorwith lessthan5.7% error for our workloads.
The simulatoris fast, processingover 75,000requests/secondn a 866MHz
uniprocessomachine.Usingthesimulator we quantifythe potentialbenefitsof
dynamicallyscalingthe processowroltageandfrequeny, a pover management
techniquethatis traditionallyfound only in handhelddevices. We find thatdy-
namicvoltageandfrequeng scalingis highly effective for savzing enegy with
moderatelyintensewebworkloads savzing from 23%to 36%of theCPUenegy
while keepingsener responsienesswithin reasonablémits.

Intr oduction

Thereis agrowing industrytrendto “outsource”computingservicego large
datacentersaccessibléhroughthe World Wide Web (WWW). Thesedatacen-

OThisresearclmasbeersupportedn partby theDefenseAdvancedResearclProjectshgend undercontract
F33615-00-C-1736.
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tersuseeconomie®f scaleto amortizethe costof ownershipandsystemman-
agemenbver a large numberof machines.A typical datacenterthusdeplg/s
hundredsor thousand®f computersdenselypacled to maximizefloor space
utilization. Thisform of senerconsolidationprovidesthe custamerwith amore
cost-efective approactthanthe alternatve of operatingthe sameservicesn-
house.

Sener consolidationhowever, hasits own problemsaslarge-scaledeploy-
mentpusheghe limits of power supplyandcooling systemsn a datacenter
Anecdotalevidencefrom datacenteroperatorsalreadypointsto thelarge con-
tribution of power consumptionand cooling to operationcost[24], andthe
intermittentfailuresof computingnodesin denselypacled systemgueto in-
sufiicient cooling. Furthermore,in mary datacenters,power supplyto the
senerracksis akey inhibitor to increasingsener density Oneestimatepased
ondatafrom severalmoderninternethostingfacilities, putsthepracticalimit in
power supplyto arackataround7KW. This poweris ofteninsuficientto allow
therackto befully populatedwith “1U” seners. Thus, power consumption
increasinglycarriesan opportunitycostin lost revenueof additionalsystems.
Theproblemis likely to worsenasnewer sener-classprocessorareprojected
to offer higherlevelsof performancetthe expenseof higherpower consump-
tion levels. This technologytrendis a naturalresponseo the growving needs
for moreperformanceWe thereforebelieve thatthesetechnologyandmarket
trendswill make power managemenuithin senersanecessity

Researcim povermanagemertiasprimarily focusedon portableandhand-
held systems.Suchsystemsexperienceworkloadsthatincludesubstantialn-
teractionswith asingleuser providing opportunitiedo turn partsof thesystem
off whentheuseris “thinking” beforeissuingthe next command.Typical en-
ergy saving techniquesncludeturning off the systems displayanddisk, and
slowing or haltingthe processof18, 14].

This paperaddressepower managemenin sener systems. We focuson
web sener workloadsbecaus®f theimportanceandwidespreadiseof these
senersin datacenters.We first demonstratéhat powver managemerntanpro-
vide significantbenefitsby examining workload characteristicsrom several
realweb sites,andthensupportthis examinationwith measurementom an
instrumentedsystemin our lab running a workload derived from production
Internetweb sites. Then,we characterizéhe powver consumptiorof the web
sener for theseworkloads,andusethe measurement® validatea simulation
model. We thenusethe simulationmodelto examinethe effect of voltageand
frequeng scalingon the enegy consumptiorof webseners.

This papemakesthreecontritutions:

m Makesa casefor pover managemenin web senersandidentifiesthe
processoasthemainsystem compaiert where powermanaementcould
yield enegy savings.
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= Introducesa power simulatorfor web servingworkloadsthatis accurate
to within 5.7%over therangeof workloadswe usein this paper

= Evaluatesheeffectivenes®of dynamicvoltagescaling,anenegy-saving
techniquetypically found in handhelddevices, using our simulation
model.

Thereareseveral limitations to a studyof this kind, including the inherent
inaccuracietn measuringandmodelingpowver consumptionln addition,web
senerscanberun on awide variety of machineswith vastly differentpowver
consumptiorcharacteristicsWe have chosernto studya “commodity sener”
(oftenreferredto asa “white box sener”), sincewe believe this is the most
commontype of web sener machineemplg/ed in commercialdatacenters.
However, even commoditysenershave differing power consumptiorcharac-
teristics,so while we believe our resultsare generallyvalid for this spaceof
systemstherearecertainlysomeexceptions.

Theremaindeof this papelis organizedasfollows. In Section2 we present
the casefor power managemenin web seners. Section3 explainsour en-
vironmentfor datacollection. Section4 presents characterizatiorof powver
consumptiorin web seners. In Section5 we describea simulationmodelfor
evaluatingvariouspowermanagemerpoliciesandourvalidationof thismodel.
We presenthe resultsof simulatinga pover managemenolicy thatdynam-
ically variesthe processowoltageandfrequeng in Section6. In Section7
we discussthe implicationsof enegy managemenbn traditionalweb sener
performancemetrics. A comparisorto relatedwork is presentedn Section8.
Finally, Section9 concludegshe paper

2. The Casefor Power Management

Website designerdypically planweb sener capacityto provide acceptable
serviceeven during periodsof peakdemand. Additional capacitymay also
be plannedin clusteredervironmentsfor high availability, whereit may be
necessaryo redistrilute the load of a failed sener to the functioning ones.
As aresult,a web sener may not be operatingat its maximumcapacityfor
substantialdurations. We shav by an analysisof several real internetweb
senersthatthisis truein practice. This modelof operationhasimplications
on the power consumptiorof web seners. We thenstudythe efficiency of a
websener asit operatesinderdifferentworkloads,andestablishthe casefor
power management suchseners.

2.1 Web Serwver Loads

Considerthe designof the web site usedfor the 1998 Winter Olympicsin
Nagano[5]. The site consistsof a three-tieredstructurethatis a common



Avgreq/sec | Maxreq/sec | Avg Sener Utilization |
Olympics98 459 1840 25% |
Wimbledon 778 7166 11% |
Finance 16 46 35% |
Shopping 25 55 45% |
Proxy 15 30 50% |

Table1.1. Analysisof realinternetwebsener workloads

approacho constructinghigh—wolumewebsites. Thefirst tier consistof edge
senersthatinterfacewith clients. Theseseners provide firewalls, caching,
workloaddistribution, andtheHT TP interfacefor clientinteradion. Thesecond
tier consistsof applicationseners, which performfunctionssuchas content
generatiorandpersonalizationThelasttier is madeup of traditionaldatabase
seners that provide a reliable datarepositorywith sophisticatedorocessing
capabilities. The site wasreplicatedover four geographicareasto cover the
globeandprovide high availability.

Thetotaltraffic experiencedy thesite duringthe 16 daysof the Olympics
wasroughly634.7million hits, andthesite successfulhjhandledapeakof over
110,00hitsfor aoneminuteperiodduringthewomensfreestylefigureskating
event[5]. Nofailuresweredetectedluringthe 16 daysof the Olympics. Thus,
while thepeakworkloadwas1840hits/sectheaverageworkloadovertheentire
eventwasonly 459 hits/sec.lIt follows thaton average the site wasoperating
at about25% of the obsered peakcapacity Note that this is not a caseof
carelessverengineering.The distribution of the workloadwasnot uniform,
and dependedn the obvious patternof accessefrom aroundthe globe. It
wasthereforenecessaryo designthe systemto meetthe peakdemand Well—
engineeredveb sitesfollow the samedesignprinciples. This is particularly
importantin commerciallyorientedweb sites,wherecustomerdissatisaction
with the services responsienessamay seriouslyaffect the profitability of the
enterprise.

The Winter Olympicsexamplesupportghe notionthatweb senersarede-
signedto handlepeakloads. A further exampleis the 1999 Wimbledonweb
sitewhich experiencedan averageof 778 hits/persecondover two weeks,and
a peakof 7166 hits/secin a one—minuteperiod, implying that the site was
operatingatonly 11%of its obsened peakcapacity[5].

We have alsoanalyzedhelogsof websenersemplo/edin avarietyof real
internetwebsitesandfoundverysimilartrendsn theworkloadof theseseners.
Theseresultsandthe examplesgivenabove aresummarizedn Tablel.1.

Severalstudiesalsoprovideevidencetha webworkloadsarebursty in nature,
andsupporttheintuitive notionthatwebsenerstendto bebusiestduringsome
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peakhoursduringthedayandalmostidle in otherg4]. Thismodelof operation
hasimplicationswith respecto power consumptiorthatwe addressext.

2.2 Energy Efficiency of Web Servers

Severalpovermanagemeriechnique$iave beendevelopedor portableand
desktopcomputers Onegenerabpproachs to reducethepower consumedy
componentsot currentlyin use. Examplesof this kind of techniqueinclude
placingthe CPUin a “halted” statewhenthereareno “runnable” tasks,and
turningoff the harddrive motoraftersomeperiodof inactvity. Anothercate-
gory of techniqueseducegpower consumptiorof componentshatarein use,
allowing responsienessor quality to degradewithin someacceptableange.
Exampleshereinclude scalingthe CPU frequeny andreducingthe display
brightness.

In contrastsenerclasssystemsurrentlydo very little in theway of power
managementin part, this is becausanostsener-classsystemsilo not incor
poratethe mechanismgequiredfor mary pover managemenpolicies. We
believe this is mainly dueto the focuson performanceasthe only metric of
relevancefor sener systems.

We believe thatthereis ampleopportunityto reducethe powver consumption
of websenersystemsAsillustratedn theprevioussedion, websenersystems
aretypically designedo handlea peakworkloadthatis muchhigherthantheir
averageworkload. As aresult,the systemwill have significantperiodsof low
utilization. During low utilization, somecomponentsnay be completelyidle,
andthus could be “spun down”, and other componentsould be operatedat
reducedpower. In webseners,suchtechniquesvould mostlikely betamgeted
attheCPU,disk,or memory During periodsof peakusageawebsenercould
tradeoff quality or responsienessn orderto reduceits power consumption.
Forexample thesenercouldsenelowerresolutionmagesor throttlerequests
for dynamiccontentduring periodsof high actiity.

Todemonstratéhepotentialbenefitof povermanagemennechanismsye
usesimulationstudiesto evaluatethe benefitsof scalingthe CPU voltageand
frequengy in responseo the senerworkload. Ourresultsindicatethatvoltage
scalingcanresultin significantenegy savings, without substantiallyaltering
theresponsienesf the system.

3. Methodology

We beggin our study by characterizinghe enegy consumptionof a web
sener by measuringthe enegy usedby its componentsasit executesweb
sener workloads. This sectiondescribeghe ervironmentfor collectingdata
andthewebsener workloads.
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3.1

Environment

Ourinstrumentedwhite box” websenersystermis madeup of thefollowing
components:

Pentiumlll 2.0 volt 600MHz processomwith 512KB off-chip L2 cache
anda 100MHzmemorybusin a Slot 1 package.

TyanS1854motherboardavith 512MBIBM 3.3wlt SDRAM (2 DIMMSs)
—100MHz,32Mx72.

IBM 60GB DeskstaATA-100, 7200rpm, IDE disk drive

DeerComputerCorp DR-250250watt ATX power supplywith acom-
binedpeakoutputrating of 125watts.

Matrox 64/MILA/16/1B2 graphicscard.
RealtekRTL-802910/100MbitEthernetcard.

Software: RedHat Linux Releaser.0with 2.4.3kernel(no parameters
changedpndApachel.3.12websener

Thedefault Apacheconfigurationassumes modestsizeweb sener. Since
our goal was to testthe limits of the sener, we changedthe MaxClients
settingfrom 100to 1,500andincreasedaxRequestsPerChild from 100to
10,000. Exceptfor thesechangesall othersettingwereleft asin the default
case.Wesentrequestso thesenerfrom aclientthatis morepowerful thanthe
sener, therebyensuringhatsener performancevasnotartificially limited by
clientresourcesAll machinesvereon a singlesubnetconnectedhroughan
ExtremeNetwrks FastEthernet(100 Mbits/sec)switch.

3.2

MeasurementSystem

We instrumentedive power supplyleads:

+3.3V supplyto the motherboardpoweringthe 512MB of RAM, video
card,andEthernetcard

+5V supplyto themotherboardpoweringthe Pentiumill processor
+12V supplyto the motherboardpoweringthe processocoolingfan

+5V supplyto the single disk drive, powering the controllerand other
components

+12V supplyto thesingledisk drive, poweringthe motorandheadactu-
atormechanisms
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We determinedhe enegy consumedy eachsub-systeniby measuringhe
drawvn voltageandcurrent. While we coulddirectly measureoltageswe used
asensaesistorin serieswith eachsub-systento measurehe current. Signals
from thesenseesistorsverefilteredwith a 10kHzlow pasdilter, gainedto be
within £10V usingcustomcircuitry, andthenpassedo a PCI-6071EA-to-D
boardfrom Nationallnstruments Eachchannelvassamplecat1,000timesper
secondandcustomsoftware waswritten to gatherandprocesghe data. The
accurag of themeasuremersystenis within 5%, with sense@esistoraccurag
andamplifiervoltageoffsetbeingthe dominantsourceof errors.

3.3 Workloads

Sinceour goalis to studythe power consumptiorof web senersunderreal
workloads,we constructedvorkloadsusing web sener logs obtainedfrom
several productioninternetseners. Eachaccesdog represent®24 hoursof
actvity. The first workloadis derived from the web sener logs of the 1998
WinterOlympicswebsite. Thesdogscontainall of therequestprocessedver
the courseof one day at oneof the four geographicallydistributed sitesused
for the Olympics. The secondworkloadis derived from the sener accesdog
of oneday’s actvity onthewebsiteof afinancialservicescompary. Thethird
workloadis derived from alog of a proxy sener operatedoy the Information
Resourc&Caching(IRCache)Project16], whichis affiliated with the National
Laboratoryfor Applied Network ResearciNLANR). The IRCacheProject
operatesa numberof cachingproxy senerson the Internetandpublisheshe
logs from thesesenersasa way to promoteresearchnto web caching. All
IRCachesenersrun Squid, which is alsosupportedby the IRCacheproject.
Strictly speakinga proxy seneris notawebsener in thatit doesnot have its
own content but storedrequentlyreferencedontentof othersenersfor more
rapidaccesdy clients.

For eachworkload,we constructa streamof HTTP requestdor staticfiles
basedntheseneracces$og. We excludeall requestshatprovide parameters
aspartoftheURL, sincetheseareobvioudy for dynamiccontent Suchrequests
accounftor 2.5%or lessof the Olympics98andFinancdogs,andnonefor the
Proxysenerlog. Wetreatall remainingrequestso befor staticfiles. However,
to accountor ary remainingURLs thatmaygeneratelynamiccontentall file
namesareaugmentedvith the sizeof the file returned,so thateachdynamic
responsgof a uniquesize)is treatedas a separatdile. We have usedthis
approacho dealwith dynamiccontentbecauseve do not have accesgo the
dynamicscriptsusedat ary of thesesites.

Persistentonnectionsafeatureof theHTTP/1.1protocol[26], allow aclient
to make multiple requestgo the web sener over a single TCP connection,
thus amortizingthe cost of connectionestablishmenand teardevn. While
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theaccesdogsdoindicatewhethertheclientusedthe HTTP/1.00r HTTP/1.1
protocol,thereis no explicit indicationof which requestavere groupedonto
a single connection. To approximatethe effect of persistentonnectionswe
usethefollowing ruleto grouprequestsnto connectionsary requesteceved
from the sameclient within 15 secondsof a prior requestis groupedinto a
connectionwith thatprior request.Sincethe timestampin the accesdog has
only a one secondresolution,we randomlydistribute the arrival time of all
HTTP/1.0requestandneny HTTP/1.1connectionsvithin thatsecond.If only
one follow-up requestin a persistentconnectionis loggedin a second,we
assumehatit arrived at a randomtime within that second. We assumehat
multiple follow-up requestswvithin the samesecondarrived at the sener asa
burstat arandomtime within thatsecond.

It is worth notingthatwe have usedthe timestampn thewebsener access
log to indicatethetime therequestrrived at the sener. In generalthisis not
accuratesincethetimestampn theaccessog generallyindicateghetime that
theresponsevassent,not thetime therequestvasreceved. For senersthat
are significantly overloadedor for very large files, the time of the response
might not be a goodindicator of the time of the request. We believe neither
of thesefactorswere presentto a significantdegree on the Olympics98and
Financesenerson the daysthelogs werecollected,andthereforewe believe
the timestampin the accesdog is a good indicator of requesttime for our
workloads.For the Proxyworkload,we candetermingherequestime exactly
sinceSquidlogsthetime requiredto procesgherequesin additionto thetime
of theresponse.

Workload Olympics98 Finance Proxy

Avg requestg sec 97 16 15
Peakrequestg sec 171 46 30

Avg requestg conn 12 8.5 31

Files 61,807 16,872 698,232
Totalfile size 705MB 171MB 6,205MB
Requests 8,370,093 1,360,886 1,290,196
Totalresponseize 49,871MB 2,811MB 10,172MB
97%/98%/99%MB) | 24.8/50.9/141 | 3.74/6.46/13.9 | 2,498/2,860/ 3,382

Table 1.2. Characteristicef threeweb sener workloads. Averagerequestper seconds the
averagerequesrateover the entire24 hour period,andpeakrequestgper seconds the highest
obsered ratefor a one minute period. The averagerequestger connectionis basedon our
techniqueof groupingrequestsnto connectionsFilesis the numberof uniquefiles requested,
and Total File Sizeis the total size of theseuniquefiles. Requestss the numberof distinct
HTTPrequestsandTotal Respons&izeis thetotal sizeof responselatasentfor theserequests
(excluding HTTP headers).97%/98%/99%datais the amountof memoryneededo hold the
uniquedatafor 97%/98%/99%of all requests.
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Figure1.1. Requestateseeratoneof the Olympicswebsiteson Februaryl9,1998

The characteristicof our three workloadsare summarizedn Table 1.2.
Particularly importantfor our study is the 97%/98%/99%datasize figures,
which indicate the amountof memory neededto hold the unique datafor
97%/98%/99%0f all requests. For example, in the Olympics98workload,
99% of requestxouldbe senedfrom memoryusinga cacheof only 141 MB.
Sinceour web sener has512MB of memory cachingfiles in memorycould
significantlyreducethedisk actiity requiredo senetheworkload. We should
notethatit is difficult to make adirectcorrelationbetweerthe 97%/98%/99%
datasizefiguresandthe cachespacerequiredby the web sener, sincethese
figureswere determinedvith completeknowledgeof the requeststream.On
the otherhand,thefiguresarefor a “static” cache.andcould bereducedaven
furtherif cachecontentscould be dynamicallymanaged.On balance these
figuresshouldsimply be viewed asindicatorsof what could be achieved with
areasonableffective cachingstratey.

Sincecachingshouldsignificanty reducediskactivity for boththeOlympics98
andFinanceworkloads,we wantedto balancehemwith a workloadthathas
larger amountsof disk I/O. The Proxy workload hasthis feature. The total
responssizeof Proxyworkload,at10.2GB, is lessthantwice aslargethetotal
file size,indicatingthatfirst-referenceequestslonewill generatasignificant
level of disk actuity.
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Webservingworkloadsarencotoriousfor having high variability [4] and thes
threeworkloadsaretruetoform. Asindicatedn Tablel.2,thepeakrequestate
measuredh oneminuteintervalsis anywherefrom 1.5to 3timeslargerthanthe
averagerequestate.! Eachworkloadshavsits own distinctpatternof request
arrivals, which areillustratedin Figuresl.1,1.2,and1.3. This characteristic
reflectsthe challengesn configuringweb sener systemghat have suficient
capacityto handlepeakloadandarepower-efficient whenservingthe average
load.

3.4 Replay Program

We useamodifiedversionof thehttperfworkloadgeneratof20] to generate
anHTTP loadon thewebsener. httperfcansimulatea large numberof http
clientsfrom a singlemachineby usingan event-driven designthat minimizes
the resourcegequiredto maintaineachconnection. The processdescribed
in the previous sectioncorverts an accesdog into a tracefile that contains
a sequencef connectionseachconsistingof a sequencef HTTP requests.
The tracefile specifiesthe time intenal betweeneachconnectioninitiation
andthe time interval betweenthe initiation of eachHTTP requestwithin a
connection. We modified httperfto effectively replaya sener accesdog by
initiating connectionst theappropriatdimes,generatingequestgor specific
URLs at specifiedime intenals, andclosingthe connectionsfterall requests
werecomplete.

In addition,we addedthe capabilityto scalethe inter-arrival time of con-
nectiong(but notrequestsvithin a connectiony a userspecifiedamount.A
scale&ctorof “2x” correspondso reducingthe inter-arrival time of connec-
tionsby 50%. Sinceeachconnectiorroughlycorrespondso a client, reducing
theconnectiorinter-arrival time effectively generates heavier clientload, but
with thesamebasicpatternof connectiorarrivals. Inter-arrival time of requests
within a connectionarenot scaledsincetheseessentiallyrepresentserthink
timeor network andclientoverheadnvolvedin retrieving multiple components
of awebpage.We usethis scalingmechanisnto evaluatesener performance
for arangeof clientloadintensities. Thuswe areableto scaletheintensityof
ary workloadto “1x”, “2x", “2.5x”, etc.

4, Power Consumptionin Web Serers

In thisSectionwe characteriz¢hepower consumptiorof awebsenerusing
thethreeworkloadsdescribedn Section3.3.

1Therequestatedatafor Olympics98doesnot matchthatgivenin Table1.1becaus¢helatteris computed
overall 16 daysof the Winter Olympics.
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4.1 Overview of SystemPower Consumption
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Figure 1.4. Web sener powver consumptionfor a steadyrequeststream. The graphshavs
the power consumptionmeasurecn eachpower supply line over time. Notice that the 5V
motherboardcower changessignificantlyasthe requestrateto the web sener increases.The
otherpower supplylinesaremostly constant.

Ourfirstmeasuremens performedisingasteadyequesstreanfor asingle
URL atvariousrequestates. The purposeof this measuremeris to studythe
relationshipbetweertheloadplacedonthesener, asmeasuredby requestate,
and power consumedoy the variouscomponentof the web sener. While
a workload of a single URL is clearly not realistic, it neverthelessprovides
valuableinsightsinto the effect of load on web sener power consumption.
Figure 1.4 displaysthe powver consumedy our 600MHz web sener system
overtime for the“idle” caseandrequestatesof 100,200,400,600,and800
reg/sec.eachexecutedfor 30 seconds. The graphshaws the averagepower
consumedrom eachof thefive supplylinesfor each100millisecondintenal.

The5V motherboardupply which providespowerto the600MHzPentium
Il processoaswell asothercomponent®nthe motherboard¢changesignif-
icantly during the courseof the workload. Whenthe systemis not servicing
requeststhe processoispendsnearly all the time in a haltedstate,consum-
ing approximately5.0 Watts. At 800requests/sethe CPU appearsaturated,
consumingapproximately26.5Watts. By increasinghe samplingrate of our
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RequesRate(req/sec) Idle | 100 | 200 | 400 | 600 | 800 |
CPUEnegy (Joules)/seq 5.0 | 8.3 | 11.6 | 18.2| 243 26.5|
Responséime (ms) - 1.0] 11 [ 1.2 ] 48] 908 |

Table1.3. CPUEnegy consumedpersecondfor servingrequestof differentsizes.

enegy measuremergquipmentwe determinedhatthe CPU typically oper
atedat oneof two extremes.At oneextreme,the systemwasidle (waiting for
clientrequests)andthe processowasin the halt stateconsumingonly about
5 Watts. At the otherextreme,the CPUwasactive andthusconsumingnearly
its peakpower of 26.9Watts. Theresultof this bimodaloperations thatCPU
enegy is simplyproportionato thenumberof cyclesspeniprocessingequests.
For our simpleworkloadthatsenesall requestsrom memory the numberof
cyclesspentprocessingequestss essentiallfinearin therequestatefor light
to moderatdoad,andthusenegy consumeds essentiallya linearfunction of
requestrateup to around600 requests/secondie alsomeasuredwveragere-
sponsdime ateachrequestate,andhave summarizedhis dataalongwith the
averageCPU enegy consumptiorin Tablel.3. Thetwo ordersof magnitude
increasan responsdime from 600to 800reqgs/seconfirmsthatthe systemis
saturateatthislevel, with the CPUthe apparenbottleneckresource.

TheCPUand12V disk power shav pronouncedpikesevery five seconds,
which aredueto the periodicactvity requiredto flushthe web sener log to
disk. The5V diskand12V motherboare&nepgieshave almostnovariationover
the courseof therun andarealsoquite smallin comparisorto the otherthree
componentsThel2V diskpoweralsoshavsrelativelylittl evariationoutdde of
theperiodicspikesalreadymentioned Wenoteatrendin the3.3V motherboard
supply whereit remainsperfectly constantat about10 Wattswhile idle, but
increaseslightly astheloadincreasesWe attribute this to theincreasedise
of memoryandto thenetwork interface. Througha separateneasurementye
ascertainethatthecoolingfandravsaconstant.5wattsfrom the12V supply
andthevideo card,a nearlyconstan.09 Wattsfrom the 3.3V motherboard
supply

Nextwemeasurethepowverconsumedby our webseaverfor theOlympicsSB
workloadwhenrun at a scale&ctorof 4.0, which resultsin arequestatethat
stressethesenerbut doesnotoveroadit. Thesaesultsaareshavnin Figurel.5.
Thefigure shawvs the averageenegy consumedin Joules)on eachof thefive
instrumentegowerleadsaveragedverintervalsof 60 secondsThescalefor
powveristhesameasin Figurel.4. Asin thesinglerequestvorkloadabove, the
largestandmostvariablecomponenof power consumptiorin thisworkloadis
CPU power. This resultis not surprising,sincea high percentagef requests
for the Olympics98workload canbe sened from the RAM cache. Thetotal
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Figure 1.5. Pawer consumptiorof the Olympics98workload(at 6X).

systenmpower consumptiorof this workloadis mostlybetweerthe 200req/sec
and400req/seonvorkloadsin Figurel.4. We alsomeasuredhe responsdime
of eachHTTP requesbver the courseof theworkload,andfoundthatthe 95th
percentileof the responsdime waslessthan25 milliseconds,indicatingthat
the sener is not overloadedfor ary significantportion of therun. The same
workloadexecutedat a scalefctorof 6.0 resultedin 95th percentileresponse
time of over 130 millisecondswhich indicatessignificantperiodsof overload.

We scaledthe Financeand Proxy workloadsto insurethat the sener was
moderatelfheaily loadedjn amanneisimilarto thatof theOlympics98work-
load. Figurel.6shavsthepower measuremenise obtainedusingtheFinance
workloadat a scaleéctorof 20.0. We alsomeasuredhe powver consumption
of ourwebsener for the Proxyworkloadat a scale&ctorof 2.0. Theseresults
areshavn in Figurel.7.

TheProxyworkloaddiffersfrom the Olympics98andFinanceworkloadsin
thatalargefractionof requedsresultin adud diskl/O. Thisdifferenceis cleaty
visiblein the powver measurementsyherethe CPUconsumesnuchlesspower
with little variation. On the otherhand,the 12V Disk supply (disk mechan-
ics) shaws significantly higherand more variablepower consumption. Total
CPUenegy consumptions alsosignificantlysmallerthanfor the Olympics98
workload,with the 3.3V motherboardmemory)beingthe mostdominantsin-
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30 | | |
5V Motherboard ——
12V Motherboard --------

2 5V Disk ]

Power (Watts)

Time (hours)

Figure 1.6. Pawerconsumptiorof the Financeworkload(at 20x).

Olympics98] Finance| Proxy |
5V Motherboard 1,232,710 | 711,415| 627,977 |
3.3V Motherboard| 914,116 | 882,117 869,015 |
12V Motherboard | 164,795 | 161,997| 160,732 |
5V Disk 127,007 119,610| 157,679 |
12V Disk 569,395 522,065 724,130 |

Table 1.4. Total Enegy consumedin Joules)of eachof thefive power supplyleadsfor each
of ourthreeworkloads.

glecomponentTablel.4presentshetotal enegy consumptiorfor eachof the
workloadsover the courseof a 24 hourrun.

4.2 Opportunities for Power Management

Our web sener systemis madeup of several componentghat consume
power. As we obsenre in the previous section,the CPU (5V Motherboard)s
thedominantconsumenf power whenexecutingthe Olympics98andFinance
workloads. The CPU power consumptiorwith theseworkloadsalsoexhibits
a large variation, presentingan excellentopportunityfor power management.
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Figure 1.7. Pawerconsumptiorof the Proxyworkload(at2x).

However, for the Proxy workload, it is the 12V disk and 3.3V motherboard
(memory)that consumemore power and shav a large variation, raising the
questionof whetherthesecomponentshouldbe pover managed.

The 3.3V motherboardupplypowersthe chipset,512MB of memory and
associateccomponents. To determineif it might be worthwhile to employ
someform of powver managemerior memory we performedadditionalmea-
surement®nthe3.3V Motherboardsupply Two 256MB DIMMs malke upthe
memoryin our system.We beganwith two measurementdirst, thepowercon-
sumedby the 3.3V Motherboardsupply)whenthesystenis idle, andnext, the
powver consumedafter removing one256MB DIMM. Thereductionin power
was measuredo be 0.9 Watts, implying that the 512MB of memoryin our
systenconsumed.8Wattswhenidle. Wethenexecutedamicrobenchmarkon
the 512MB systemwhich saturatedhe memorywith readandwrite requests.
The differencebetweenthe powver consumedinderthe memorytestandthe
idle 512MB measuremenwas?2.1 watts. This differencerepresentan upper
boundonadditionalpowerusedby the512MB of memorywhenactive (thatis,
we have attributedall the additionalpower to the memory eventhoughsome
might actuallybe consumedy othercomponentpoweredby the 3.3V moth-
erboardsupply). Thus,the total pover consumedy our 512MB of memory
(idle + active) is no morethan3.9watts. Evenif alargefractionof this power
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could be eliminatedwithout increasingpower usein other componentsthe
savingswould besmallin comparisorio the potentialsavingsfrom CPUpower
management.

Comparingthe power consumedy the 12V disk supplywhenthe disk is
spinningidly, with the power consumedvhenit is busy resultsin a similar
conclusion.The power consumptiorof the 12V disk supplyis 5.6 Wattswhen
idle, rising to 9.9 Watts when servinga randomstreamof reads. As in the
caseof the memorysubsystemevenif actve powver managementvereto re-
ducethis power the maximumpossiblereductionwould only be 4.3 Watts.
Although power managemertbasedon inactivity may be possible we expect
its effectivenesgo be marlkedly lessthanthatin handheldsystemsecausef
the continuousnatureof the web servingworkload andthe steadystreamof
disk writes (sener logs). More complicatedschemeghat modify the disk’s
workload,perhap$y delayingor reorderingactvities, maybepossiblebut are
beyondthe scopeof this paper

In summaryfor web sener systemshatare built from industry standard,
“white box” seners,the greatesopportunityfor enegy savzingswill befrom
CPU powver managementPowver managemenof the remainingcomponents
areunlikely to provide significantenegy savings. We explore oneapproach
for managingCPU power consumptiorin websenersin Section6.

5. A Power Simulator for Web Sernver Workloads

Most web sener systemdodayarenot configuredfor power management,
precludingdirect measuremendf any power managemenpolicieson a real
system.We thereforeconstructedh simulatorin orderto evaluatethe potential
benefitsof pover managemenin this ervironment. Using this simulatorand
our threeweb sener workloads,we evaluatedynamicvoltageandfrequenyg
scaling,which hasshawn significantbenefitan batterypowveredsystems.

Our simulatoris basedon a queuingmodelfor a sener, andusesthe CSIM
executionengine[15]. In additionto simulatingthe residenceime (andthus
theresponsdéime) for eachrequestye alsosimulatetheenegy expenditureof
the CPU duringweb serving. Theinput to the simulatoris a streamof time—
stampedequesti es®rtially thesamdormatasusedby thehttperf tool. Each
requesis characterizetby its arrival time, andits costasmeasuredby the size
of theresponseThesimulatordetermineshe CPUtime andenegy consumed
to servicearequesfrom amodelbasedon measurementsf theactualenegy
consumedy our 600MHzwebsener system.

To constructhe CPUtime andenegy model,we measuredheenegy con-
sumedby the CPUwhen servicingrequestswith a variety of responsesizes.
Thecalibrationwasaccomplishedby injectinga streanof requestsvith afixed
responsesize at a known rate,and measuringhe enegy consumedrom the
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Resp.size(bytes) | 100 1000 | 5000 | 10,000| 50,000 | 100,000| 500,000
Eservice (Joules) | 0.0171| 0.0177| .0206 | 0.0294| 0.112 0.277 0.761

CPUcycles(est.) | 469K | 485K | 563K | 803K | 3.05M | 7.57M | 20.82M
Part(a). ResponseSenedfrom Memory

Resp.size(bytes) | 100 1000 | 5000 | 10,000| 50,000 | 100,000| 500,000

Egervice (Joules) | 0.0484 | 0.0865| 0.139 | 0.190 0.382 0.589 2.426

CPUcycles(est.) | 1.32M | 2.37M | 3.81M | 5.21M | 10.45M | 16.11M | 66.38M
Part (b). ResponseSenedfrom Disk.

Table 1.5. Enegy consumedvhenservingrequest®f differentsizeson the 600MHz system

5V Motherboardpower supply over a fixed time interval. From this value,
we subtractthe CPU idle enegy, which is the enegy that would have been
consumedy the CPU hadit beenidle for the durationof the internval. The
resultis theadditionalCPUenegy requiredto sene request®overtheinteral.
Dividing this by the numberof requestsened during the interval yields the
enegy consumegberrequest Fge vice- We calibratedwo casesonewhereall
thefilesweresenedfrom memoryandonewherethefilesweresenedentirely
from disk. In both caseswe measuredhe enegy expendedby the CPU (5V
motherboard)wvhile servingthe requests.When servingfiles from disk, the
CPUexpendsmoreenegy becausé needdo dispatchrequestso thediskand
servicethe ensuinginterrupts. The F,.ice Valuesfor a variety of response
sizesareshawvn in Tablel.5.

Next, we use Fq vice 10 calculatethe numberof CPU cyclesit takesto
sene a response. We measuredhe power consumptionof the CPU to be
Ppin = 4.97W whenidle (i.e., halted)and P,,,,, = 26.9W whenthe CPUis
fully busywith no haltedcycles. Whenfully busy, we know the CPU executes
F cycles(600million cyclespersecondn ourcaseyndconsume6.9Joules
(Pmnaz x 1 secondwhendoingso. Whenhaltedfor onesecondwe know the
CPUexecuted) cyclesandconsumed.97Jouleq P,,;, x 1 second).TheCPU
cyclescorrespondingo anenegy usageof z joulescanthusbecomputedising
the following formula, which is usedto computethe CPU cycle estimatesn
Tablel.5.

F

Cycles=0 X ————
v Pmaw_Pmin

Oursimulatorcombineghemodelfor requestsenedfrom memoryandthe
modelfor requestsenedfrom disk by simulatingan LRU cacheof files from
the disk. We usea cachesizeof 472MB, which leaves40MB to be usedby
the operatingsystemandApachewebserer. Eachfile in the cacheconsumes
anintegral numberof 4K byte pages.Whenprocessing requestjf thetarget
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file is in theRAM file cachethe simulatorusesthe enegy modelfor requests
senedfrom memory Otherwise|jt usesthe enegy modelfor requestsened

from disk. Thesimulatoris extremelyfast,allowing usto simulateover 75,000
requests/secondn a 866MHz systemwith a memoryfootprint of lessthan

10MBytes.
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Figure 1.8. Measuredss SimulatedEnegy Consumptiorfor Olympics98-4« workload.

Workload Olympics98-4« | Finance-2& | Proxy-2x |
MeasuredCPUEnNegy (Joules) 1,232,710 925,540 627,977 |
SimulatorCPU Enegy (Joules) 1,253,652 946,440 663,648 |
Errorin Total Enegy 1.70% 2.26% 5.68% |
CorrelationCoeficient 0.9846 0.9716 0.8485 |

Tablel.6. Comparisorof Measuredo SimulatedCPUenepy for threeworkloads.Correlation
coeficientswerecomputedbasedon the enegy usedin 30 secondntervals over the lengthof
therun.

After calibrationwesimulatedhe CPUenegy consumpiton of the Olympics®B
workloadat a scalefctorof 4x. Figure1.8 shavs the measuredCPU enegy
consumedy the 5V motherboardn the 600MHz systemduring the execu-
tion, overlaid with the simulatoroutput. The simulatoroverpredictsenegy
consumptionby 1.7%. Furthermore the correlationcoeficient betweenthe



20

30

T
Proxy-2x - measured

25 - .

15 - -

Joules

10 - “ \ ]

M“‘“ ““\!‘H‘\V g ‘
WWWWWMWW MWWWWWWWWWWWMWM@

0 1 1 1
0 6 12 18 24

Time (hours)

Figure 1.9. Measuredss SimulatedEnegy Consumptiorfor Proxy-2x workload.

measureéndsimulatedooweris 0.9846.We alsosimulatedheFinancework-
load at a scalefctor of 20x andthe Proxy workload at a scale&ctor of 2x.
Simulatedandmeasurediatafor the Proxy workloadis graphicallyshavn in
Figure 1.9. All the simulationresultsare summarizedn Table 1.6. In the
interestsof brevity we have omittedthe graphsof the resultsfor the Finance
workload.

6. Dynamic Voltageand FrequencyScaling

Onewayto reducehepower consumedby the CPUis to lowerits operating
voltage.A reductionin operatingvoltagegenerallyalsorequiresa proportional
reductionin frequeng [22]. This approactof varying the processowroltage
in proportionwith its frequeng is known asvoltagescaling. Voltagescaling
is advantageoudvecausehe enegy consumecdy a processois directly pro-
portionalto V2, whereV is the operatingvoltage. By varying the processor
voltageandfrequengy, it is possibleto obtaina quadraticreductionin power
consumption.

We modifiedour simulatorto supportwo additionalmodelsfor CPUpower
consumptiorbasedon datafrom actualprocessorshatsupportdynamicvolt-
agescaling. Onemodelis basedon publicly available datafor the Transmeta
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Figure 1.10. Pawer consumptiorof two simulatedvoltage-scaledPentium600MHz Il pro-
cessors

Time quantum 20ms |
Frequeng Range 300MHz- 600MHz,in stepsof 33MHz |
CoreOperatingVoltageRange 1.5Vto 2V, linearly with frequeng |
Busythreshold Min = 0.80,Max = 0.95 |

Table 1.7. Parameterof the hypotheticalvoltage-scaledPentiumlll processowusedin the
simulation

TM5400 processof9], andthe otheris basedon datafor analternateproces-
sor[21]. We scaledthe datafrom both processorso fit the 600MHz Pentium
I’ s maximumfrequeng andcoreoperatingvoltage. Our systemparameters
areshavn in Table1.7. Figure 1.10 shavs the power consumptionof each
simulatedprocessoat the differentoperatingpoints. We assumehatthetime
andenegy requiredto changefrequenyg andvoltageis negligible. In therest
of this paper we referto the TransmetdasednodelasDVS-1 (for Dynamic
VoltageScalingl), andthe otherasDVS-2.

Thesimulatorusesavery simplepolicy basedntherecentCPUuutilization
to determinethe processofrequeng andvoltage. At the beginning of each
time quantum, we examinethe systemoadduringthe previoustime quantum.
If the systemutilization is betweerthethresholdvalues,we do nothing. If the
highthresholds exceededwe stepupthefrequeny of theprocessoby 33MHz
andthe voltageappropriately If thelow thresholds exceededwe stepdowvn
the frequeny andvoltage. This type of dynamicvoltage scalingalgorithm
wasoriginally proposeandstudiedfor desktopapplicationworkloadsin [27].
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Theminimumandmaximumattainabldrequencieare300MHzand600MHz
respectrely.

We assuméhatthe numberof processocyclesneededo servicea request
isindependentf theprocessofrequeng andis alwaysequalto the numberof
600Mhzcyclesneededo servicetherequest.Thisisaconserative assumption
sinceit doesnot considerenegy savings dueto a reductionin the CPU stalls
thatcould occurasaresultof othersystemcomponentgparticularlymemory)
appearingelatively fasterto the processomsit is sloved down. The CPU
time requiredto servicea requests then calculatedasthe numberof cycles
to be executedmultiplied by the currentoperatingfrequenyg of the processor
Themodelproperlyaccountdor requestavhoseservicetime is spreadacross
severaltime quantumswith differentoperatingfrequencies.

30 T T ) T B
Olympics98-4x - no policy ———

o5 L Olympics98-4x - VS (DVS--2, 20ms, 95%-80%) -------- |

Joules

0 6 12 18 24
Time (hours)

Figure1.11. Enegy savingsfrom voltageandfrequeng scalingfor the Olympics98workload

Figure 1.11 shaws the resultsof our simulationwith the Olympics98web
senerworkload. Thetopcurve shavsthesimulatedbV enegy consumptiorof
this workloadon the 600MHz systemwithout voltagescaling. The two lower
curvesshav the simulatedsV enegy consumptiorof the DVS—1andDVS-2
voltagescaledPentiumlll processors.

Tablel.8liststheenegy savingswe obtainedor thethreeworkloads.There
is a noticeabledifferencein the enegy savings betweenthe two processor
designs.Thisisbecaus¢éhepowervs. frequeng curvefor theDVS-1designs
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Workload Olympics98-4« | Finance-2& | Proxy-2x |
Baseenepy (J) 1,253,652 946,440 663,348 |
DVS-1design| Enegy (J) 798,684 636,681 510,788

Savings 36.3% 32.7% 23.0% ‘
DVS-2design| Enegy (J) 838,436 655,426 512,710
Savings 33.1% 30.7% 22.7% ‘

Table 1.8. Enegy Savingsfrom DynamicVoltageScaling

morecorvex thanthatfor theDVS—2design.Voltagescalingprovidesthemost
enegy savingsfor Olympics98-4« andFinance-2& becaus¢hoseworkloads
exercisethe CPUmorethanthe Proxyworkload.

600 L Olympics98-4x - VS (DVS--1, 20ms, 95%-80%) —— |
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Figure 1.12. Operatingfrequeng of the simulatedvoltagescaledprocessonsit executes0
secondsf theOlympics98workload. Eachdatapointrepresenttheprocessofrequeny during
a20msintenval.

Over the courseof the execution,the averageoperatingfrequeng of the
voltage scaledprocessorcorrelatesto the incoming requestrate, which is a
good indicator of the systemload for theseworkloads. In the interestsof
brevity, we have omittedthegraphdepictingthisbehaior. InsteadFigurel.12
shaws the frequeng of the DVS-1 voltage scaledprocessonver the course
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Figure1.13. Comparisorof Two Senersusinga TraditionalWeb Sener Performancévietric
andour ProposedEnegy/Performancéletric

of 60 secondsstartingat 8AM asit executesthe Olympics98workload. The
frequeny variesall the way betweerB00MHzto 600MHz,demonstratinghe
processorchangingits frequenyg asit adaptsto the bursty workload. The
DVS-2processoexhibits similar behaior.

7. Implications for Web Server Performance Metrics

The benefitsof reducedenegy consumptiormustbe balancedagainstthe
performancempactof the power managementechanismemployed. To al-
low this tradeoff to be analyzedin a systemationanney we needto take a
freshlook atthe performancemetricsthatarein useto characterizéraditional
seners. Thesemetricsfocus on absoluteperformanceas the only relevant
differentiatoy andthey ignoreissuessuchaspower consumptiorandcooling
requirements A morerelevantevaluationmetricfor the emeging new appli-
cationswould be performancerelatve to power consumption. To illustrate,
we have conducteda comparisorbetweentwo machinesunningthe Apache
Websener with the Linux operatingsystem.Thefirst machineis atraditional
sener, usinga 750MHz Intel PentiunMIIl processomwith a 16 Kbyte L1 |-
cache,a 16 Kbyte L1 D-cache,a 1 Mbyte unified L2 cache,and 256MB of
main memory The secondmachineis powvermanagedsener, which usesa
Transmeta&CrusoéM TM3200processowith a24 Kbyte L1 cacheand256MB
of memory The TM32000processois ratedat 400MHz, but becausef the
code-morphindechnologyit usesit is difficult to make comparisonbasecn
operatingrequeng. Theremainingcomponentsf thetwo systemge.g.,disk,
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network) areidenticalor comparable.(The machinesusedin thesemeasure-
mentsdiffer from thoseusedin the previous sectionsbecausehis work was
doneseparatelyusing othermachineghat were availableto us. Our goalin
this sectionis simply to motivatethe needfor nev metricsof web sener per
formanceandnotto drav comparisonsvith the resultsof previous sections.)
Figurel.13shaws theresultsof the comparison.

Looking at absoluteperformance the traditional sener outperformsthe
powermanagedsener by a ratio that is roughly proportionalto their rela-
tive speeds However, whenoneconsiderghe performanceper unit of power
consumptionthe povermanagedprocessoigives 3.6 connections/sec/slt,
substantiallybetterthanthe 2.0 connections/sec/sit of the traditionalsener.
Sincemostweb applicationsareinherentlyhighly parallel,andweb sitesare
commonlyimplementedusing clustersof web seners, simply switchingto a
powver-managedsystemas the building block for theseclusterscould result
in substantiaknegy savings. This reducedpower consumptiorwill alsohelp
realizefurtherbenefitdn reducedcooling,andcouldallow moreefficient pack-
agingof sener componentsthusreducingtherequiredvolumeof raisedfloor
space.

8. RelatedWork

Both the distribution of powver consumptionand methodsfor managingit
have beenstudiedextensvely in theareaof portable battery-paveredcomput-
erssuchaslaptopsandpersonaldigital assistant§PDAs). For example,one
power consumptiorstudyis a detailedanalysisof theenegy consumedy the
variouscomponent®f Apple Macintoshlaptopcomputerg19]. While similar
in approacho our study their work focuseson portablecomputersandwork-
loadstypical for suchmachineswhereasour study focuseson web seners
andtheir typical workloads. This distinctionis significantfor two reasons.
First,thebasicsetof componentss differentbetweerthesewo platforms,and
componentghatare presenin both arefrequentlydesignedo very different
specificationsSecondtheworkloadsandtheexpectationgabouttheirbehaior
areradicallydifferent.

Therehave beena numberof studiesof specificpover managemennecha-
nismsandpolicies,anda setof standardfiave beendevelopedfor the mecha-
nisms,specifyingtheinterfacesbetweerpowver-managemergoftwareandthe
hardware. Examplesof sucharchitecturesncludethe industry standardAd-
vancedConfiguratiorandPower Interfaceor ACPI[6] andMicrosoft's OnNow
initiative [2]. Many of thesemechanismgould bedirectly appliedto asener
systemin a web-servingervironmentalthoughthereis no guaranteehatthe
managemeryoliciesdesignedor usingthemin portable batterypoweredsys-
temsareequallyapplicable.
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Amongthecommonpowver managemertechniquess spinningdown ahard
disk aftersomeperiodof inactvity [8]. Microprocessorfiave alsoreceveda
considerablemountof attention,andmary microprocessoarchitectureand
microarchitecturesncorporatepower-saving features: examplesinclude the
mobileprocessoravailablefrom Intel with its SpeedStep(TMjechnologyand
the TransmetaCrusoeprocessowith LongRun[9]. More recentlydeveloped
andlesswidely deployedtodayarenenv memorychip architectureshatarein-
corporatingsimilar “spin down” statessothatthe systemcanactively manage
thepower usedby mainmemory[3]. In addition,anumberof currentresearch
efforts arefocusingon new power managementmechanism&mplo/ed at the
operatingsystem[25] andapplicationlayers[10] of the system. Techniques
for dynamically controlling processottemperaturg23] can also be applied
to web seners. This resultsin power savings becauseCPU actvity is de-
creasedo lower processotemperature Our work complementshesestudies
by demonstratinghe valueof theseperformancenanagemenmechanismén
a web-servingervironment. Furthermorepy measuringhe powver usageof
the specificcomponent®f themachine pur work givesa valuableinsightinto
whichtechniquesrelikely to provide thegreatesbenefits.

Ourapproactof reducingthe power consumedby thesener by reducingthe
clock frequenyg of the processohasbeenproposedandstudiedin avariety of
contets [27], but to ourknowledgeour studyis thefirst to shav thebenefitof
thistechniqudn awebsener environment. A variety of approachebave been
proposedor determiningwhento changeclock frequeng andhow to select
anew frequeng, anda goodcomparisorof thesepoliciesis providedin [13].
The policy we useis basedon the samebasicprinciple as Transmeta(TM}
LongRun(TM)power managementechniqud9].

Studiesof web sener performancecommonlyusesyntheticallygenerated
workloadsandworkloadsbasedon theweblogs of actualseners. Our useof
web logs to generatea web sener workload differs from mary prior studies
in thatwe attemptto recreatethe timing of requestsexactly asthey occurred
on the original sener. Typically, requestdrom the log are issuedas quickly
as possibleto determinethe maximumthroughputof the sener. However,
thereareexceptionsto this practicesuchasthe DBenchtool [17], which was
usedin themeasurementmadeof the Harvard Array of ClusteredComputers
(HACC)[7] locality-basedequestoutingsystem.

Our proposedSPECV¢b/\Watt metric wasinspiredby several otherefforts
atextendedperformancenetricsto includesomemeasur®f enegy efficiengy.
Most notably [12] considereda numberof CPU-centricmeasuresuchas
SPECint/Wandanenegy-delaymetric, SPEC /W. Forwebseners theSPECweb99
benchmarkalreadyincludesa notion of delayin thatit specifiesa maximum
responsé@mefor all requestén orderfor theconnectiorto beconsideredcon-
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forming”, andthus our SPECVeb/\Watt metric capturegperformanceeneny,
anddelay

SeveralresearcherBave developedoolsfor simulatingthepowerconsump-
tion of computersystems.Brookset. al. have developedWattch,a micropro-
cessompower analysistool basedon a microarchitecturesimulator[1]. Flinn
andSatyanarayanaescribeé?onverScopeatool for profiling theenegy usage
of applicationd11]. The power simulatorwe have developedis substantially
faster becausét is tamgetedspecificallyfor web servingworkloads.

9. Conclusions

Over the last several years,the dominantfocus of power managemente-
searcthasbeenon portableandhandheldlevices. Here, we have presentedhe
casefor power managemenin web servingsystems.Typical web senersare
designedo operateat a fraction of their peakoperatingcapacity Suchover-
engineerings necessaryn orderto handlethe variableandinherentlybursty
natureof web senerworkloads. This createpportunitiedor enegy conser
vationin ervironmentssuchasmoderninternetdatacentersvherecomputers
are denselypacled, and where cooling and electricity delivery are severely
constrained.

Using workloadsderived from the logs of threeproductionweb sites,our
direct powver measurementshowv thatthe CPU consumeghe largestfraction
of thesystenpower. We useadditionalmeasurement® calibrateandvalidate
a power simulatorthat we created. Our simulatorpredictsCPU enegy con-
sumptionfor thethreeworkloadswith errorsrangingfrom 1.7%t0 5.7%. The
simulatedenepgy alsocorrelatesighly with themeasureenepy.

We have usedthevalidatedsimulatorto measureheprojectedeffectiveness
of a power managemenpolicy, typically usedonly in handhelddevices: dy-
namicvoltageandfrequeng scaling. We find thatthis techniques effective
for saving enepy, reducingthe CPU enegy consumptiorby up to 36%. Not
surprisingly theenegy savingsarehigherfor workloadsthatexercisethe CPU
more.

Wepredictthattechnolog trendswill intersify theemegingneedor enagy-
efficient seners,andwe suggesthatafundamentathangds necessaryn the
way we designandconfigureweb senerstoday Our resultsprovide evidence
thatin additionto devising senercentricpover managemerstratgies, fea-
turescommonlyfoundin processorstendedior mobilecomputingshouldbe
adapteandincorporatedisstandardeaturegor senerprocessorsTheresults
alsosuggesthattheperformance-centriciew of designingsenerstodaymust
give wayto amorebalancedriew in whichenegy consumptions asimportant
asothergoalsof the system.
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