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ABSTRACT 
We propose Thrifty Interconnection Network (TIN), where the 
network links are activated and de-activated dynamically to save 
power with little or no overhead by using inherent system events 
to overlap the link activation or de-activation time.  Our 
simulation results on a set of real world HPC workload traces 
show on average 35% network power reduction. 
 
Categories & Subject Descriptors: C.2.1 [Computer 
Systems Organization]: Computer-communication networks – 
Network architecture and design 
General Terms: Design, Experimentation, Performance 
Keywords: High-performance computing, interconnection 
network, power, energy 
 
Power is a critical problem in modern supercomputing systems 
[1]. A large-scale supercomputer, running High Performance 
Computing (HPC) workloads, can include hundreds of thousands 
of processing nodes connected via a large packet-switched 
interconnection network.  A closer look into these systems reveals 
that the power consumption of interconnection links (including 
link controllers) constitutes not only a majority of the power of the 
switches, but also a substantial percentage of the total system 
power. For instance, the links in an IBM 8-port 12X switch can 
take 64% of the switch power. The power consumption of the 
interconnection network in HPC systems can contribute to around 
30% the total system power [2]. Current high-speed links in the 
interconnection networks require continuous pulse transmission to 
keep both ends synchronized, even when no data is transmitting.  
Therefore, the average power consumption of such links is almost 
identical to their worst-case power consumption. Furthermore, 
network subsystem designers often over-provision the network 
capacity, with higher power consumption, to meet performance 
commitments and to avoid network congestion. 

We observe that HPC workloads rarely operate all system 
elements at their maximum capacity simultaneously. For example, 
infrequent communication patterns exhibited by may HPC 
workloads allows provisioned network links to stay idle for most 
of the time. Fig. 1 illustrates a data communication path in an HPC 
system from a sender compute node (compute node 0) to a 
receiver compute node (compute node M).  

Our approach to saving network power is based on an observation 
that there can be a significant delay from when a switch sees the 
first command of a data transfer to when it sends out the first data 

packet. We propose the Thrifty Interconnection Network (TIN).  
TIN includes a hardware approach that overlaps inherent system 
events with link transition delay for significant network power 
reduction without noticeable network performance overhead. Fig. 
2 illustrates a high-level flowchart of providing link services in the 
thrifty network. Fig. 3 illustrates the hardware support for the 
thrifty network link management.  Note that our proposal differs 
from prior art in that we do not use prediction.  It is also 
independent on the network topology. 

TIN also includes a software extension that uses two software-
initiated commands as hints to activate and release links. With this 
two commands, MPI programs or run time systems can be 
instrumented to identify longer MPI communication phase to 
reduce the number of link power state transitions. 

We use an in-house simulator called MARS (MPI Application 
Relay network Simulator) to simulate large-scale HPC systems 
and evaluate our designs [3]. The components of MARS are 
shown in Fig. 4.  MARS has been used in guiding high-level 
system design, projecting performance, and tuning MPI libraries 
and applications in the design of a next generation HPC system. 
We evaluate our techniques with a hierarchical direct interconnect 
architecture as illustrated in Fig. 5. 

The simulated processor model is an abstraction of IBM POWER5 
processor [4], with 2GHz cores and corresponding cache memory 
hierarchy. Commercial power-aware transceivers and switches are 
not available for experimental measurements.  By consulting 
appropriate literature and industry data sheets, we instead carefully 
choose three Low-Power Modes, LPM1, LPM2 and LPM3, with 
increasing power reduction as well as link transition delay.  We 
also consider an Ideal configuration where all idle network 
components can shut down and power up instantaneously. We use 
MPI traces of a few popular HPC workloads collected from IBM 
POWER systems deployed at various client sites to drive the 
simulations.  More details of our design and evaluation can be 
found in [5]. 

Fig. 6 shows the average power consumption of these workloads 
in the network normalized to the original network power without 
the thrifty network support. On average, TIN achieves 35% 
network power reduction for these workloads.  

We have also studied Wavefront Power Shifting (WPS), which 
dynamically shifts the total power budget between the compute 
nodes and the interconnection network that connect them, of 
which the details are not shown due to limited space. Combining 
TIN and WPS, our simulation results show 3% system 
performance improvement and 6% system energy reduction.  
Further performance improvement is possible if the compute node 
frequency can speed up more than the assumed 10% and fully 
utilize the extra power budget reinvested from the thrifty network. 
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Fig. 1: A data transmission path in an interconnected system. Fig. 4: An end-to-end simulation framework for large-scale systems. 
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Fig. 2: Link policy for activation (left) and release (right). Fig. 5: A hierarchical direct interconnect architecture. 
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Fig. 3: Hardware support for link management. Fig. 6: Average power of the thrifty interconnection network. 

 


