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This Paper 

  Thrifty interconnection network 

  Save power/energy and guarantee performance w/o 
prediction by utilizing inherent system events 

  Power shifting 

  Between compute nodes and network components 

  Issues for further investigation and collaboration 
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Motivation 

  Power is a critical problem in modern supercomputing systems 

  E.g., PERCS (Productive, Easy-to-use, Reliable Computing System), 
IBM’s response to DARPA’s HPCS Program 

  Link power can be significant portion of total system power 

–  64% of the power budget of an IBM 8-port Infiniband 12X switch 

–  10% – 30% of the total system power in many HPC systems 
–  50% in ISCA’10 paper by Google 

  Link power characterization 

– Constant training between transmitter and receiver 

–  Average power almost identical to worst power 

  Protocol operations, between first command to initiate network 
message and data ready to go, can take time 
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Protocol Overhead in an SMP Bus Transaction 
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Bursty Traffic Pattern 

Distribution of MPI message inter-arrival time of SPPM (left) and WRF (right) 

Overlapping computation and communication can be hard for many workloads 
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A Data Transmission Path in an Interconnected System 



7 

Communication in Thrifty Interconnection Network 

  Activation and release via separate control network 

  Packets in a network message can be routed through different paths 
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Link Policy for Activation (left) and Release (right) 
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Hardware Support for Link Management 
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Example of Software Support 

  Link shutdown can only be triggered by the message counter in 
switch 

  LINK_RELEASE() is more a hint for optimization than a command for 
link shutdown 
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Simulation Framework 

Refs: SimulTools’08  



12 

MPI Trace Format for Simulation 
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A Hierarchical Direct Interconnect Architecture 

Refs: IBM PERCS, SimulTools’08, ISCA’08, HotInterconnet’10  
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System Configuration 
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Workloads 
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Average Power of Thrifty Interconnection Network 

  32 SMP nodes 

The lower the better 
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Power Shifting 

Shifting excess network 
power to compute nodes 

  Power shifting between compute nodes and their switch/Router and links 

  20% cap for frequency boost at compute nodes due to thermal concerns 
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System Performance Improvement 

The higher the better 
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System Energy Improvement 

The lower the better 



20 

Scalability 

•  Lin-log scale  
•  Strong scaling of WRF with 512, 1024, 2048 and 4096 MPI tasks 

•  Weak scaling would perform better (not shown) 
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Summary & Future work 
  Thrifty interconnection network 

– Deterministic link activation and release service without prediction 
overhead 

–  60% average network power reduction, 12% performance speedup and 
13% energy reduction for the studied workloads 

  Power shifting 

– Dynamically shifts the total power budget between the compute nodes 
and the interconnection network that connect them 

  Future work 

  Software-hardware co-design: Robust interaction with compiler/run-time, 
MPI, etc 

  True Power shifting in the network (ref: PowerRouting ASPLOS’10) 

  Leverage power and reliability in large-scale systems 
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