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Future of Data Storage – IT Industrial Trends
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Digital Innovation Explosion – From 2018 to 2023 –with new tools / platforms, more 

developers, agile methods and lots of code reuse - 500 million new logical apps will be 

created, equal to the number built over the past 40 years. 

Reshaping Talent Pool Landscape - Through 2022, the talent pool for emerging 

technologies will be inadequate to fill at least 30% of global demand, and effective skills 

development and retention will become differentiating strategies. 

Expanding & Scaling Trust - By 2022, 50% of servers will encrypt data at rest and in-

motion; over 50% of security alerts will be handled by AI-powered automation; and 150M 

people will have blockchain-based digital identities. 
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Foundational 
Storage Resiliency Security

Composable 
Architecture



Composable 
Architecture
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Memory /
IMC / NMC

Persistent
Memory

Storage /
ISC / NSC

CPU

Quantum

AI
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In-memory-Computing
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Next Generation Persistent Memory Storage Architecture

Current 
State of 

Enterprise 
storage

Emerged Persistent 
Memory & 

Storage 
Class

Memory
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- Byte Addressable
- Memory Speed
- Access Bypass Kernel 
- Processing in memory 



Implication of Next Generation Data Applications from 
Persistent Memory
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2 3 4

1

Low 
Latency
Persistent 
Memory

1. New Data Processing 

and Operating 

Environment

- In Memory Computing

- Hyperconverged 

Infrastructure

- New kernel bypass 

method

- Byte addressability

- Common building 

blocks in enterprise 

storage hardware and 

cloud hardware

2. New Recovery Model

- Point in time 

recovery

- Erasure code

3. New Data 

Management

- Security & Privacy 

- Data Life Cycle

4. Simplification of Data 

Application Architecture

- Synchronous 

persistent data 

management
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5. Processing in persistent 

memory

- Function shipping to remote 

persistent memory for data 

processing and transformation. 



Memory and Storage? Or 
Accelerator?

IBM Confidential

Getting the data where the 
compute is?

Getting the compute where 
the data is?

FPGA with SSD

In  / Near memory Computing

In / Near Storage Computing



Flash Storage Research – Self Performance Tuning
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• Uses AI to predict health of blocks (Health Binning)
• Heat Segregation to put hot data on healthy blocks
• Advanced Read Level Shifting in background to avoid rereads
• Consistent performance is key
• Unique and incredibly strong ECC which never requires data to be 

reread



Security
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Prevention

DetectionRecovery

Response

Human Error
Cyber-Securities

Malware
Power User Abuse

Data Theft



Prevention Detection Recovery Response

© 2019 IBM Corporation 11

Detect as data is 
accessed in wrong 

place, wrong person, 
wrong methods, wrong 

time 

Fine Grained Access 
Control 

Autonomous RecoveryKey Virtualization

Quantum Safe Key

Secured Domain 
Isolation

Elastic Recovery
Machine Learning and 
prediction on security 

events

Regulatory Reporting 
and Response 
Management



Resiliency
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Natural 
Disaster

Hardware 
/ Software 

Failure

Cyber 
Attacks

Human 
Errors
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Logical Data Recovery – Human Errors or Destructive Malwares
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Current State of
art

Time

Now

Point in Time Copy
(Snapshot)

Human
Errors / 

Malwares

Recovery

Data Loss

New Approach Time

Now

Recovery
Automatic Fine Grained 
continuous Snapshots
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Keeping pace with DevOps: Deploying Recovery management 
at cloud speed

Automated Recovery 
Provisioning
Automate provisioning 
of recovery technology 
and  policies 
to new cloud workloads 
at cloud speed.

Recovery-by-Design 
Approach
Intersect Recovery 
management
provisioning with 
infrastructures..

Current

Strategy / 
Offering

Arch. / 
Design

Build / 
Config

Test / 
Deploy

OperateClient

Strategy / 
Offering

Arch. / 
Design

Build / 
Config

Test / 
Deploy

OperateClient

Recovery management brought in later

Recovery Process embedded throughout the entire development lifecycle

ON-PREMISE DATACENTER

IBM 
CLOUD

AWS

AZURE

SaaS

− Collect telemetry from all systems, cloud management plane(s), operational 
tools including resiliency management tool

− Enable a single-pane-of-glass view into your security operations needs, 
centralizing the security management of your on-prem & cloud workloads

Hybrid Multi-cloud

IBM 
CLOUD

AWS

AZURE

SaaS

To be : Shift Left



Foundational 
Storage 
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Software 
Defined 
Storage

Multi-
cloud

AI 
Operations
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80% of 

companies 
moved 
applications or 
data from Public 
Cloud in 2018
IDC Survey

Companies average

5
Private and 
Public clouds

The Hybrid Multicloud
World

Migrate from public 
cloud

Security,
Performance, 
Cost,
Control
IDC Survey

98% will be 

Hybrid 
Multicloud 
in three years

IDC; IBM IBV C-Suite Study; Rightscale

85% of companies operate a 

Hybrid multicloud environment

91%of public cloud adopters use 

internal private cloudT



Storage choices matter 
because cloud use cases matter

Hybrid 
multicloud

Operating 
infrastructure both on-

prem and in public 
cloud

DevOps 
Analytics

Temporary data 
copies from on-prem 

to cloud

Workload 
migration

Transparent data 
migration to cloud

Business 
Continuity 

leveraging public 
cloud resources

Data copyDR site
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Summit & 

Sierra by the 

numbers

Single Node 16 GB/sec 
sequential read/write

50K creates/sec 
per shared directory

1 TB/sec 
1MB sequential 

read/write

2.5 TB/sec 
single stream IOR

2.6 Million 32K files 

created/sec

Together, more than 

44,000 NVIDIA GPUs 

>400 PB
of IBM Storage

#1 & #2 most powerful 

supercomputers

built for AI



IBM Research - Data Curation and Provenance Management
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IBM Research – Data Affinity for AI and Analytics
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Affinity in a diverse Storage Topology
- Co-locate data, compute, analytics
- Stream data and data at rest (3rd party 

repository)
- Exploit Fast Storage (local attached 

storage)

Use Cases
- Edge Computing
- Analytics on Streaming Data

Improve Data Locality in a distributed 
storage environment

- Application directed storage managed 
data locality

- Access data at memory / persistent 
memory speed 

Use Cases
- Storage platform for Hybrid Transaction 

and Analytics Platform (HTAP)
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Foundational 
Storage Resiliency Security

Composable 
Architecture
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