


IBM Research Globally

World's largest information technology More than 3,000
research organization scientists and engineers

T.J Watson




Future of Data Storage — IT Industrial Trends

Trends

» | Digital Innovation Explosion — From 2018 to 2023 —with new tools / platforms, more
% S| developers, agile methods and lots of code reuse - 500 million new logical apps will be
Z < | created, equal to the number built over the past 40 years.

Reshaping Talent Pool Landscape - Through 2022, the talent pool for emerging
technologies will be inadequate to fill at least 30% of global demand, and effective skills
development and retention will become differentiating strategies.

IT Skill

Expanding & Scaling Trust - By 2022, 50% of servers will encrypt data at rest and in-
motion; over 50% of security alerts will be handled by Al-powered automation; and 150M
people will have blockchain-based digital identities.
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Performance Hierarchy: Introduction of Persistent Memory
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Implication of Next Generation Data Applications from
Persistent Memory
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Memory and Storage? Or
Accelerator?

CPU
(Intel processor)

Return

query results

(ARM processor)

I UPMEM PIM-DRAM big data accelerator , Execute
. * UPMEM DIMMs : | query
Getti ng the data where the * Replacing standard DIMMs Flash chips (storage)

. * DDR4 R-DIMM modules
compute is? - 8G8+128DPUs (16 PIM chips) Smart SSD

* UPMEM PIM-DRAM chips
* 4Gb DDR4 2400 DRAM + 8 DPUs @500MHz

Gettl ng the com pUte Where » Single die, standard 2x nm DRAM process

the data |S’.) * Massive additional compute & bandwidth R .
« 2TB/s DRAM-DPU BW for 128GB+2048 DPUs config “"P'e &apps available

* Easily programmable SDK: C-programmable

HOT CHIPS 31

In / Near memory Computing

In / Near Storage Computing
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Flash Storage Research - Self Performance Tuning

GLC = More Density Per NAND Cell




Response Prevention
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Recovery Detection




Prevention

Fine Grained Access
Control

Key Virtualization

Quantum Safe Key

Secured Domain
Isolation
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Detection

Detect as data is
accessed in wrong
place, wrong person,
wrong methods, wrong
time

Machine Learning and
prediction on security
events

Recovery

Autonomous Recovery

Elastic Recovery

Response

Regulatory Reporting
and Response
Management
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Logical Data Recovery — Human Errors or Destructive Malwares
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Keeping pace with DevOps: Deploying Recovery management

at cloud speed

Current
: — Strategy/ — Arch./ - Build /
Client @ Offering Design Config Operate

Recovery management brought in later

Collect telemetry from all systems, cloud management plane(s), operational
tools including resiliency management tool

Enable a single-pane-of-glass view into your security operations needs,
centralizing the security management of your on-prem & cloud workloads

" To be : Shift Left

i Strategy / Build /
Client Offering Config Operate

Recovery Process embedded throughout the entire development lifecycle
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Automate provisioning
of recovery technology
and policies

to new cloud workloads
at cloud speed.

Intersect Recovery
management
provisioning with
infrastructures.






Companies average

5

The Hybrid Multicloud
World

Migrate from public
cloud

Security,
8 5 O/ Private and Performance,
0 o companies operate a Public clouds Cost,

Hybrid multicloud environment Control

()
91%01‘ public cloud adopters use 80 /0 o 98% will be

. . companies .
internal private cloud moved Hybrid
applications or Multicloud

data fr.om Public in three years
Cloud in 2018
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Storage choices matter
because cloud use cases matter

Business DevOps Workload
Continuity  Analytics migration
leveraging public Temporary data Transparent data
cloud resources copies from on-prem migration to cloud

to cloud




Summit & 2.5 TB/sec
. single stream IOR

Sierra by the

numbers

ALt

#1 & #2 most powerful
supercomputers
built for Al

Single Node 16 GB/sec

sequential read/write

1 TB/sec

1MB sequential
read/write




IBM Research - Data Curation and Provenance Management

Automate and Track Model Training
Track facets of analytical pipelines
I * Source, Intermediate data, final result
» Model, script, algorithm changes
Development Cluster
Track transparently

Compartn + Spectrum Scale Watch Folders To track data creation and transformation
() » RedHat auditd To track processes

+ Git (for source code change tracking) To track changes in code

git

Pull/push confiy <y Track, contrast, compare iterations
from/to * Anomaly detection .
* Result contrast and forensics

repository

.
Validate/Contrast

results Cumulatively, make analytics reproducible

Submit Tralning Jobs
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IBM Research — Data Affinity for AI and Analytics

High Performance Tier -
Ustore: Data Affinity at Memory Speed

i Fast Storage Application
and Compute Copy of application’s

data Capacity Tier second copy ECE on NVMe

Run Analytics on data on PM for
Capacity Tier memory speed access (N1} Pariitant Mamoee
Edge Computing ‘ ECE bgcked
on streaming reliability for

Affinity in a diverse Storage Topology Improve Da.ta Locality in a distributed
- Co-locate data, compute, analytics storage environment
- Stream data and data at rest (3™ party o ,
repository) - Application directed storage managed
- Exploit Fast Storage (local attached data locality ,
storage) - Access data at memory / persistent
memory speed
Use Cases
- Edge Computing Use Cases _ _
- Analytics on Streaming Data - Storage platform for Hybrid Transaction

and Analytics Platform (HTAP)
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