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Introduction 

Behavioral factors are the key contributors to morbidity and mental health risk [1]. For cardiovascular diseases 
alone, behavioral factors have contributed to 41 percent of its global disease burden [2]. In recent years, clinical 
guidelines (e.g., the 2017 Type II Diabetes management guideline [3]) have established the need to better understand 
patient behavior and identify patient-centered goals for care plan personalization. However, such guidelines for 
personalization are usually not formalized and will not grow organically with the increasing knowledge of patients. 
The key question is, therefore, how to further inform personalized care plan by accurately and reliably quantifying 
the behavioral patterns from target user-generated health data?  

The recent emergence of health consumers and person health IT technologies made available an unprecedented 
amount of patient-generated health data (PGHD) [4]. To augment the current guideline-based care plan with PGHD 
insights, we introduce an interpretable clustering method for uncovering outcome-differential behavioral patterns in 
distinctive patient subcohorts. In addition, to further enable case-based reasoning for subcohort behavioral profiling, 
the proposed method also explores adding the identification of prototypical users for sense-making explanation and 
persuasion. Curating the learned subcohort profiles has been expected to facilitate a hybrid approach of PGHD-
augmented guideline deployment.  

Methods 

Using the self-reported outcome survey and sensor measurement data in National Health and Nutrition Examination 
Survey (NHANES) during 2005 and 2006, we deployed an interpretable clustering method to identify distinctive 
behavioral profiles related to two types of proxy outcome indicator: blood pressure control (BP) and depression. For 
the first BP study, we follow [5]’s footstep to use a set of 64 features generated from the accelerometer 
measurements, blood pressure readings and questionnaire items of 5,695 subjects. The set of features include 
physical activity intensity, duration, variance of activity, systolic and diastolic BP, and so on.  Similarly, for the 
second Depression study, we use only the set of 38 features generated from the accelerometer sensor readings. 

We evaluate the proposed Interpretable Clustering (IC) method that segments subjects into different behavioral 
segments based on their behavioral patterns and proxy outcomes. Our hypothesis is that although each feature 
contains only weak behavioral signals for the whole population, when considered collectively in certain sub-cohorts, 
these features can explain rich behavioral patterns that matter to some proxy health outcome indicator, e.g., whether 
a user scores less than 4 (minimal depression or none) using the Patient Health Questionnaire (PHQ-9). 

In particular, we first apply the Locally Supervised Metric Learner (LSML) [6] of patient similarity analytics to 
estimate the outcome-adjusted behavioral distances between the users. Then, based on the adjusted behavioral 
distances, hierarchical clustering is employed to generate sub-cohorts and learn the key features (which contain 
behavioral signals about implicit user preferences and barriers) that drive the differential outcomes. An automatic 
tuning algorithm is applied to determine the optimal number of segments.  In addition, as we expect it to be easier to 
interpret patient need from behavior profiles by examples, the proposed method also includes a component to 
identify prototypical examples (i.e., a set of top 10 subjects who are the closest to the centroid of each behavioral 
segment in the outcome-adjusted distance space).  

Results 

For both the BP and Depression datasets, five distinctive sub-cohorts are identified, each appearing in more than 1% 
of the subjects. Statistical and information theoretic measures are applied to infer cross- and within-subcohort 
behavioral patterns among subjects and identify 3-10 distinctively informative patterns for each subcohort.  

In order to allow for evaluation, both global and personalized predictive models are constructed. While the former is 
trained on the whole population, the latter is trained for each sub-cohort. In addition, we also compare the outcome-



  

differentiating Interpretable Clustering (IC) method with K-means clustering and Agglomerative clustering method 
that do not directly account for outcome differentiation during the clustering process. The evaluation includes 
clustering quality, i.e. Sihouette score that indicate internal consistency by measuring how similar an object is to its 
own cluster (cohesion) compared to other clusters (separation), and outcome-differentiating F-statistics and z-scores. 
Results show that the IC-based personalized prediction model yields significantly better outcome differentiation 
results in terms of the sub-cohorts it produced.  Although the personalized IC models did not produce more accurate 
risk scores than the general model, it captures more intuitively understandable patterns. Behavioral profile 
evaluation metrics show that further zooming into the prototypical examples helps identify distinctively more 
different profiles across the sub-cohorts, as demonstrated in the differences in the top behavioral patterns and those 
between the individual and global risk factors. 

Discussion 

The consumer and pervasive health informatics community is increasingly handicapped by the problem of not being 
able to interpret patient need. Previously, a family of patient phenotyping approaches (including the use of deep 
learning) has been developed to extract distinctive phenotypes from medical records [7,8] and “digital phenotypes” 
from digital data (including device/sensor data and self-reported outcomes) [9,10]. One missing key is a behavioral 
learning mechanism that can sift through user-generated health data to identify outcome-differential patient 
behavioral patterns.  

To address this important problem, this presentation has conducted a 3-fold investigation: First, it has reviewed 
existing guidelines and data-driven methods of patient subgroup identification and digital phenotyping and identified 
gaps for realizing the personalization goal of guidelines. Secondly, this presentation also proposed an interpretable 
clustering approach that adds behavioral response pattern understanding into patient subgroup analysis and informs 
guideline deployment. Lastly, this presentation provided evaluation by scanning through NHANES data to identify 
behavioral profiles and prototypical examples related to blood pressure control and depression.  

The result demonstrates a large potential for learning methods to derive outcome-differentiating patient behavioral 
insights, which in turn lend support to better decision tools for care team and facilitate positive changes in patient 
behavior. In addition, the proposed method also improves on the interpretability of the learning results by providing 
more distinctively different behavioral patterns and prototypical examples.  Finally, by curating the detected sub-
cohort and differential behavioral patterns, a natural next step would be to investigate whether we can better deploy 
guideline-based personalized care plans with better individualized interpretations.  
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