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Abstract

In this paper, we study the relationship between2D lattice-free cuts, the family of cuts obtained by
taking two-row relaxations of a mixed-integer program (MIP) and applying intersection cuts based on
maximal lattice-free sets inR2, and various types of disjunctions. Recently, Li and Richard (2007) stud-
ied disjunctive cuts obtained fromt-branch split disjunctions of mixed-integer sets (these cuts generalize
split cuts). Balas (2009) initiated the study of cuts for thetwo-row continuous group relaxation obtained
from 2-branch split disjunctions. We study these cuts (and call themcross cuts) for the two-row contin-
uous group relaxation, and for general MIPs. We also consider cuts obtained from asymmetric 2-branch
disjunctions which we callcrooked crosscuts. For the two-row continuous group relaxation, we show
thatunimodularcross cuts (the coefficients of the two split inequalities form a unimodular matrix) are
equivalent to the cuts obtained from maximal lattice-free sets other than type 3 triangles. We also prove
that all 2D lattice-free cuts and their S-free extensions are crooked cross cuts. For general mixed integer
sets, we show that crooked cross cuts can be generated from a structured three-row relaxation. Finally,
we show that for the corner relaxation of an MIP, every crooked cross cut is a 2D lattice-free cut.

1 Introduction

A recent topic of much interest is the generation of cutting planes for mixed-integer programs (MIPs) from
canonicalk-row mixed-integer sets. These canonical sets resemble thesimplex tableau of ak-row MIP
where all basic variables are free integer variables and allnon-basic variables are nonnegative continuous
variables. Clearly, these sets can be obtained simply by selecting some of the rows of the simplex tableau
associated with the LP relaxation of an MIP. More generally,it is also possible to obtain a canonicalk-row
set as a relaxation of an MIP by first aggregating the rows of the constraint matrix of the MIP to obtain ak-
row relaxation and then treating a linear combination of theoriginal integer variables as a separate variable
in each row. If the canonical set is obtained from a simplex tableau, the resulting relaxation can be viewed
as a relaxation of the corner polyhedron associated with thebasis defining the tableau. These relaxations
are also calledk-row continuous grouprelaxations. All the nontrivial valid inequalities for thecanonical
k-row set are intersection cuts (a concept introduced by Balas [3]) that are derived using maximal lattice-free
convex sets inRk. We call the cutting planes for general mixed-integer sets obtained from canonicalk-row
setskD lattice-free cuts. Gomory mixed-integer (GMI) cuts or mixed-integer rounding (MIR) cuts are 1D
lattice-free cuts.

Andersen, Louveaux, Weismantel and Wolsey [1] studied two-row canonical sets in detail, and showed
that the convex hull of solutions of such a set is given by split cuts and other cuts obtained from lattice-free
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sets inR2 with at most 4 sides. Subsequently, Cornuéjols and Margot [16] gave an exact characteriza-
tion of the split cuts and intersection cuts based on maximallattice-free triangles and maximal lattice-free
quadrilaterals that yield facet-defining inequalities forthis set. Many authors have extended these results
to semi-infinite version of the canonicalk-row set and to higher values ofk [12] [32], to sets with more
structure, such as bounds on nonbasic variables [2], the integrality of non-basic variables [20, 22], the non-
negativity of basic integer variables [10, 11], [21], [25],and both the integrality of non-basic variables and
non-negativity of basic integer variables [9][13]. See [18] for a recent survey on the topic.

Separately, Li and Richard [30] defined and studied cuts for mixed-integer sets obtained usingt-branch
split disjunctions. At-branch split disjunction is obtained by dividing the Euclidean space into2t pieces
based ont linearly independent splits such that any integral vector lies in exactly one of the pieces; dis-
junctive cuts are then obtained by taking the convex hull of the pieces intersected with the linear relaxation
of the mixed-integer set. Thet-branch split disjunction generalizes the standard split disjunction. Li and
Richard [30] extend some results in [15] by constructing a class of mixed-integer sets witht integer variables
which have facet-defining inequalities with infinite rank with respect to(t − 1)-branch split cuts. Balas [5]
proposed the study of 2-branch split cuts for the two-row continuous group relaxation.

In this paper we refer to 2-branch split disjunctions ascross disjunctions, and call the cuts derived from
themcross cuts. We propose a new class of asymmetric 2-branch split disjunctions and call the resulting cuts
crooked cross cuts. In the first half of the paper, we study the relationship between cross and crooked cross
cuts and 2D lattice-free cuts, for the canonical two-row mixed-integer set. For this set, we defineunimodular
cross cuts, a subfamily of cross cuts where the coefficients of the two split inequalities form a unimodular
matrix. We prove that the set of unimodular cross cuts equalsthe set of cuts from maximal lattice-free
convex sets other thantype 3triangles; there exist cuts from such triangles that cannotbe obtained as cross
cuts. Further, there exist cross cuts which cannot be obtained as unimodular cross cuts. We show that all
valid inequalities (i.e., 2D lattice-free cuts) for this set are crooked cross cuts. Further, we show that some
known cutting plane classes for variants of the canonical two-row set such asS-free cuts, or cuts which
use integrality of non-basic variables (via trivial lifting or monoidal strengthening) can also be obtained as
crooked cross cuts.

In the second half of the paper, we study cross cuts and crooked cross cuts for general mixed-integer
sets. Nemhauser and Wolsey [29] earlier showed that split cuts, MIR cuts, and GMI cuts are equivalent
(see Cornuéjols and Li [17] for a proof of the equivalence ofsplit cuts and GMI cuts). Based on the above
papers, one can easily establish the following fact: Given asplit cut for a mixed-integer set obtained from a
disjunction

∑n
i=1 πixi ≤ γ∨

∑n
i=1 πixi ≥ γ+1 whereπi ∈ Z andxi is an integer variable fori = 1, . . . , n,

there is a one-row relaxation of the set, with the coefficients of xi beingπi, such that an MIR cut derived
from the relaxation is equivalent to the split cut. In other words, a split cut is a 1D lattice-free cut. Our main
result is an (approximately) analogous result for cross cuts and crooked cross cuts for mixed-integer sets.
We show that any (crooked) cross cut can be obtained as a (crooked) cross cut using the same disjunction
from a three-row relaxation of the mixed-integer set, wherethe coefficients of the integer variables in two of
the rows are equal to the coefficients in the inequalities defining the (crooked) cross disjunction, and zero in
the third row. Further, when the coefficients of the integer variables in an MIP form a full-row rank matrix
(e.g., if the set is a corner relaxation of a MIP), then (crooked) cross cuts can in fact be obtained from 2D
lattice-free cuts; this generalizes Nemhauser and Wolsey’s result for this class of MIPs.

The paper is organized as follows. After presenting definitions and preliminary results in Section 2, we
analyze the relationship between intersection cuts using maximal lattice-free convex sets inR2 and cross
and crooked cross cuts for the canonical two-row set in Section 3. In Section 4, we present results relating
cross and crooked cross cuts with cutting planes for the canonical two-row set where more information is
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retained such as the integrality of non-basic variables andthe non-negativity of basic integer variables. In
Section 5, we present our results for general mixed integer sets. We conclude with a few open questions in
Section 6.

2 Preliminaries

Consider the polyhedral mixed-integer set withm rows

P = {(x, y) ∈ Zn1 × Rn2 : Ax + Gy = b, y ≥ 0}

whereA ∈ Qm×n1, G ∈ Qm×n2 andb ∈ Qm×1. Any mixed-integer linear program can be modeled in
this way. For example, the constraintxi ≥ 0, wherexi is an integer variable for somei, can be replaced
by the constraintsxi − s = 0, s ≥ 0. Let PLP denote the linear programming (LP) relaxation ofP . We
next discuss some main ingredients of disjunctive programming, introduced by Balas [4]. For convenience,
vectors of coefficients in a linear inequality or equation are treated as row vectors. In particular, everyπ
stands for a row vector.

Let Dk ⊆ Rn1+n2 be polyhedral sets indexed byk ∈ K with the additional property thatZn1 × Rn2 ⊆
∪k∈KDk. We then callD = ∨k∈KDk a disjunctionand we call eachDk anatomof the disjunctionD. A
linear inequality is called adisjunctive cutfor P obtained from the disjunctionD if it is valid for PLP ∩Dk

for all k ∈ K. All points in P satisfy any disjunctive cut forP . Note that multiple disjunctive cuts can be
derived from the same disjunction. We refer to a disjunctivecut which is valid forPLP as atrivial cut. In
this paper we are interested in the following three types of disjunctions :
1. Split disjunctions, where|K| = 2 and for someπ ∈ Z1×n1 andγ ∈ Z1,

D1 = {(x, y) ∈ Rn1+n2 : πx ≤ γ}, and,
D2 = {(x, y) ∈ Rn1+n2 : πx ≥ γ + 1}.

2. Cross disjunctions, where|K| = 4 and for someπ1, π2 ∈ Z1×n1, andγ1, γ2 ∈ Z1,
D1 = {(x, y) ∈ Rn1+n2 : π1x ≤ γ1, π2x ≤ γ2},
D2 = {(x, y) ∈ Rn1+n2 : π1x ≤ γ1, π2x ≥ γ2 + 1},
D3 = {(x, y) ∈ Rn1+n2 : π1x ≥ γ1 + 1, π2x ≤ γ2}, and,
D4 = {(x, y) ∈ Rn1+n2 : π1x ≥ γ1 + 1, π2x ≥ γ2 + 1}.

3. Crooked cross disjunctions, where|K| = 4 and for someπ1, π2 ∈ Z1×n1, andγ1, γ2 ∈ Z1,
D1 = {(x, y) ∈ Rn1+n2 : π1x ≤ γ1, (π2 − π1)x ≤ γ2 − γ1},
D2 = {(x, y) ∈ Rn1+n2 : π1x ≤ γ1, (π2 − π1)x ≥ γ2 − γ1 + 1}
D3 = {(x, y) ∈ Rn1+n2 : π1x ≥ γ1 + 1, π2x ≤ γ2}, and,
D4 = {(x, y) ∈ Rn1+n2 : π1x ≥ γ1 + 1, π2x ≥ γ2 + 1}.

The crooked cross disjunction is a valid disjunction since given any integer pointp ∈ Zn1, bothπ1p and
π2p are integral. Therefore eitherπ1p ≤ γ1 or π1p ≥ γ1+1. In the first case, as(π2−π1)p is integral, either
(π2 − π1)p ≤ γ2 − γ1 or (π2 − π1)p ≥ γ2 − γ1 + 1. In the second case, eitherπ2p ≤ γ2 or π2p ≥ γ2 + 1.
Also note that cross and crooked cross disjunctions reduce to split disjunctions whenn1 = 1.

For a setS ⊆ Rn, let int(S) stand for the interior of the set. If∨k∈KDk stands for a split disjunction,
then we say that the setRn1+n2 \ int(∪k∈KDk) is a split set. We definecrosssets andcrooked crosssets in
a similar manner. We say that a linear inequalitycx+ dy ≥ f (herec ∈ R1×n1 andd ∈ R1×n2) is asplit cut
for P if it is a disjunctive cut derived from a split disjunction. Thesplit closureof P is the set of points in
PLP satisfying all split cuts forP . To obtain the closure, it suffices to consider splits where the components
of π have a greatest common divisor (g.c.d.) of 1. Cook, Kannan and Schrijver [15] showed that the split
closure ofP is a polyhedron.
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We definecross cuts, crooked cross cuts, the cross closure, and thecrooked cross closuresimilarly.
Notice that any split cut is trivially a cross cut and also a crooked cross cut. Given a split cut derived from
the disjunctionD1 ∨ D2 as described above, a cross cut or crooked cross cut with(π1, γ1) = (π, γ) and
an arbitrary choice of(π2, γ2) yields the same cut because the atoms of the resulting cross or crooked cross
disjunction are contained inD1 andD2. Consequently, the (crooked) cross closure of a set is contained in its
split closure. To obtain the cross closure, it suffices to considerπ1, π2 such that the g.c.d. of the components
of each vector (denoted, e.g., by g.c.d.(π1)) is 1. For a cross cut, if say g.c.d.(π1) 6= 1, then the cut is
dominated by another cross cut with the sameπ2, andπ1 replaced byπ1/g.c.d.(π1). We say that a cross cut
or a crooked cross cut isnon-trivial if it is not valid for the split closure ofP . As discussed in Section 1,
cross cuts were introduced by Li and Richard [30], who calledthem 2-branch split cuts.

Note that it is not immediately obvious whether the cross closure ofP is contained in its crooked cross
closure or vice-versa.

2.1 Cuts from 2D lattice free sets

Let r = [r1, r2, ..., rn] ∈ R2×n andf ∈ R2 be such that(f1, f2) 6∈ Z2 and bothr andf are rational.
Furthermore, assume that no column ofr is equal to the zero vector. In this section, we briefly reviewthe
relationship between valid inequalities for the mixed-integer set

W =
{

(z, s) ∈ Z2 × Rn
+ : z − rs = f

}

(1)

and lattice-free convex sets inR2. A lattice-freeconvex set inR2 is one which contains no integer point in
its interior. LetW LP denote the continuous relaxation ofW . Unless stated otherwise, by a convex set we
mean a closed full-dimensional convex set. We denote the interior of a convex setB by int(B), the boundary
by bnd(B), and the recession cone by rec(B).

Let B be any lattice-free convex set inR2 containingf in its interior. The setB can be used to generate
an intersection cut [3]

∑n
i=1 αisi ≥ 1, valid for W , where the coefficientsαi are computed as follows:

αi =

{

0 if ri ∈ rec(B),
1/λ : λ > 0 andf + λri ∈ bnd(B) if ri 6∈ rec(B).

(2)

More precisely,
∑n

i=1 αisi ≥ 1 is a valid inequality for the setW LP \(int(B)×Rn). (see [1].) This implies
the following statement.

Remark 2.1. Let∨k∈KDk be a disjunction inZ2 and assumeB is contained inR2 \ int(∪k∈KDk), then
∑n

i=1 αisi ≥ 1 is a disjunctive cut forW obtained from this disjunction. In particular, ifB is contained in
a (crooked) cross set, then

∑n
i=1 αisi ≥ 1 is a (crooked) cross cut forW .

Just as lattice-free sets lead to valid inequalities forW , valid inequalities forW lead to lattice-free sets.
More precisely, letαs ≥ 1 be a valid inequality (α ∈ R1×n) for W and defineLα ⊆ R2 as

Lα := {z ∈ R2 : ∃s ∈ Rn
+ s.t.αs ≤ 1, z = f + rs}.

Andersen et. al. [1] show thatLα is a lattice-free set andLα = conv({f + ri/αi : αi > 0}) ∪ cone({ri :
αi = 0}). Furthermore, ifLα ⊆ B for some lattice-free convex setB, thenαs ≥ 1 is implied by the
intersection cut defined byB.

Definition 2.2. A setB is called a maximal lattice-free convex set ifB is lattice-free and there does not exist
a convex setB′ such thatB′ is lattice-free andB′ ) B.
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In Rn any full-dimensional maximal lattice-free convex set is a polyhedral set [10, 31] with at most2n

facets. Therefore, forn = 2 the maximal lattice-free convex sets are split sets, triangles, and quadrilaterals.
The following more detailed classification was given by Dey and Wolsey [19]. A maximal lattice-free
convex set inR2 is one of the following sets.

1. A split set{(x1, x2) : b ≤ a1x1 + a2x2 ≤ b + 1} wherea1 anda2 are coprime integers andb is an
integer.

2. A triangle with a least one integral point in the relative interior of each of its sides, which in turn is
either:

(a) A type 1 triangle, i.e., a triangle with integral vertices and exactly one integral point in the
relative interior of each side;

(b) A type 2 triangle, i.e., one with at least one fractional vertexv, exactly one integral point in the
relative interior of the two sides incident tov and at least two integral points on the third side;

(c) A type 3 triangle, i.e., a triangle with exactly three integral points on the boundary, one in the
relative interior of each side.

3. A quadrilateral containing exactly one integral point inthe relative interior of each of its sides.

If a maximal lattice-free convex setB with f in its interior is a quadrilateral, then the cut generated
usingB via (2) is called aquadrilateral cut. Similarly, if B is a triangle of type 1, 2, or 3, the associated cut
is called atriangle cutof type 1, 2, or 3, respectively. Andersen et. al. [1] and Cornuéjols and Margot [16]
showed that the convex hull ofW is given by split cuts, quadrilateral cuts, and triangle cuts.

2.2 Unimodular transformations of 2D maximal lattice-freesets

We now adapt results in [19] on lattice-free sets in “standard form”. Let B be a 2D maximal lattice-free set.
If B is a quadrilateral, the four integer points on its boundary form a parallelogram of area 1. Label

these pointsu1, u2, u3, u4 ∈ Z2 in counter-clockwise order. ThenU = (u2 − u1, u4 − u1) is a unimodular
matrix, i.e.,U has integral components and det(U) = ±1. Therefore, the mapping

z → U−1(z − u1) (3)

mapsB to a maximal lattice-free setB′ with u1 = (0, 0), u2 = (1, 0), u3 = (1, 1) andu4 = (0, 1); we say
thatB′ is in standard form. See Figure 1(d). Let ei denote the side of the quadrilateral containingui.

For a triangle of type 1, take any integer vertex of the triangle and the three integer points in the relative
interior of the sides, and label themu1, . . . , u4 as before, with the vertex being labeledu1. ThenU defined
as before is unimodular, and the transformation in (3) mapsB to a maximal lattice-free triangle of type 1 in
standard form as depicted in Figure 1(a). For a triangle of type 2, any two adjacent integer points onthe side
containing multiple integer points along with the integer points on the other two sides form a parallelogram
of area 1. Label them as before, with the adjacent points being labeledu1 andu4. Then the transformation
in (3) mapsB to a type 2 triangle in standard form, as depicted in Figure 1(b).

Finally, for a triangle of type 3, let the three integer points on the sides be (in counter-clockwise order)
u1, u2, u3 ∈ Z2. Defineu4 = u2 + u3 − u1, and letU = (u2 − u1, u3 − u1); U is a unimodular matrix,
and the mapping in (3) mapsB to a triangle of type 3, as depicted in Figure 1(c), with u1 = (0, 0), u2 =
(1, 0), u3 = (0, 1). Denote the side that contains the integer pointui asei. For triangles of type 3 in standard
form, we insist that the point(1,−1) lie on or below the line defininge1; if this is not the case after applying
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Figure 1: Lattice free sets after the transformationU−1(z − u1)

(3), then clearly(−1, 1) lies below the line defininge1. Then we can reflect the triangle about the line

z1 = z2 (this is the same as multiplyingU by

(

0 1
1 0

)

) and bring it into standard form.

As the unimodular mapping in (3) defines a one-to-one mappingof Z2 to Z2, a half-space inR2 defined
by πx ≤ γ with π, γ integral, is mapped to another half-spaceπ′x ≤ γ′ with π′, γ′ integral. Therefore a
cross set is mapped to a cross set with this mapping.

Remark 2.3. If a maximal lattice-free setB is mapped toB′ with the mapping in (3), andB′ is contained
in a cross set, then applying the inverse transformationz → Uz + u1 we obtain the fact thatB is contained
in a cross set. Analogous statements can be made for split sets and crooked cross sets.

2.3 Cuts for general mixed-integer sets from 2D lattice-free cuts

One can use 2D lattice-free convex sets to obtain cuts for general MIPs in the following manner. Agen-
eral 2D lattice-free cutfor the mixed-integer setP is an inequalityαy ≥ 1 which can be obtained as a
quadrilateral cut or triangle cut for the following two-rowrelaxation ofP :

P2(λ1, λ2) = {(z, y) ∈ Z2 × Rn1 : z1 + g1y = b1, z2 + g2y = b2, y ≥ 0},

wheregi = λiG, bi = λib for someλi ∈ R1×m that satisfiesλiA ∈ Zn1, for i = 1, 2. Notice that we can
take the canonical2-row setW and using integer row vectorsλ1, λ2 ∈ Z2 obtain the setW2(λ1, λ2). In this
case, the quadrilateral cuts forW2(λ1, λ2) give valid inequalities forW but these cuts are not necessarily
quadrilateral cuts forW . We discuss this further in Section 3.3.

3 Lattice-free cuts as disjunctive cuts for canonical two row sets

In this section, we study the relationship between lattice-free cuts and (crooked) cross cuts for the two-row
canonical setW . Consider a cross disjunction defined byπ1, π2 ∈ Z2 andγ1, γ2 ∈ Z. We say that a cross
cut is aunimodular cross cutif the matrix[πT

1 πT
2 ] is unimodular and anon-unimodular cross cutotherwise.

We distinguish between unimodular and non-unimodular cross disjunctions and sets similarly. Note that the
set of unimodular cross sets is invariant under unimodular transformations of the type (3). We call the set of
points inW LP which satisfy all unimodular cross cuts forW its unimodular cross closure. We denote the
unimodular cross closure, the cross closure, and the crooked cross closure byUC, C, CC respectively. Recall
from Section 2 that the split closure ofW contains bothC andCC. A similar result holds forUC. To see this,
consider a split cut defined byπ, γ ∈ Z2×Z as in Section 2 with atomsD1,D2. Recall that the components
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of π can be assumed to have a g.c.d. of one. Let(π1, γ1) = (π, γ). Choose a vectorπ2 in Z2 such that the
matrix [πT

1 πT
2 ] is unimodular; this exists because g.c.d.(π1) is one. Finally, letγ2 be an arbitrary integer.

Then the atoms of the resulting unimodular cross disjunction are contained inD1 andD2, and the split cut
is a unimodular cross cut.

We call the set of points inW LP which satisfy all quadrilateral cuts forW its quadrilateral closure, and
denote it byQ. We defineT1,T2,T3 to denote points inW LP that satisfy all triangle cuts of types 1,2, or
3, respectively. Basu et. al [7, Theorem 1.4] showed thatQ is contained in the split closure ofW , and also
(see Figure 6 in their paper) thatQ ⊆ T1,T2. Therefore the intersectionQ ∩ T3 equals the convex hull of
W .

In this section we establish the following relationships between these closures.

Theorem 3.1. For the 2 row canonical setW the following holds: (i)Q = UC and (ii) CC = Q ∩ T3.
ThereforeQ = UC ⊇ C ⊇ CC = Q ∩ T3.

Note that the inclusionUC ⊇ C trivially follows from the definition of the corresponding sets and the
inclusionC ⊇ CC follows from the fact thatC ⊇ Q ∩ T3 andCC = Q∩ T3.

3.1 Obtaining 2D lattice-free cuts as disjunctive cuts

We begin by showing thatQ ⊇ UC.

Lemma 3.2. A quadrilateral cut forW or a triangle cut of type 1 or 2 is a unimodular cross cut forW .
Consequently,Q ⊇ UC.

Proof. Let B be an instance of one of the classes of maximal lattice-free convex sets mentioned in the
Lemma, and assume it is in standard form, as depicted in Figure 1. If B is a type 1 triangle, thenB is the
triangle with vertices(0, 0), (2, 0), (0, 2) and is contained in the unimodular cross set

{z ∈ R2 : 0 ≤ z1 ≤ 1} ∪ {z ∈ R2 : 0 ≤ z2 ≤ 1}. (4)

In a similar manner, ifB is a type 2 triangle or a maximal quadrilateral in standard form, it is contained in
the cross set in (4). The result follows from Remarks 2.3 and 2.1, and from the fact that unimodular cross
sets are transformed to unimodular cross sets by unimodulartransformations.

The next result and its corollary show that there exists triangle cuts of type 3 which are not unimodular
cross cuts, nor even cross cuts.

Lemma 3.3. No maximal lattice-free triangle of type 3 is contained in a cross set.

Proof. Let B be a type 3 triangle in standard form. Let the vertices ofB bea1, a2, a3, whereai is the vertex
opposite the sideei, for i = 1, 2, 3. We will show that there do not existπ1, π2 ∈ Z2 andγ1, γ2 ∈ Z such
thatB is contained in the cross set{z ∈ R2 : γ1 ≤ π1z ≤ γ1 + 1} ∪ {z ∈ R2 : γ2 ≤ π2z ≤ γ2 + 1}.

Assume by contradiction that there are two split sets whose union containsB. Then these split sets
contain all the three vertices. Therefore, at least two of them must belong to one of the split sets. Consider
first the case wherea2 anda3 belong to the same split set. Since there is an integer point in the relative
interior of the sidee1, the side joininga2 to a3, one facet of the split set coincides withe1. Let this facet be
defined by the line{z ∈ R2 : α1z1+α2z2 = 0} whereα1, α2 ∈ Z+. Note thatα1 < α2 as the point(1,−1)
lies below this line. Therefore the other facet of the split set is of the form{z ∈ R2 : α1x1 + α2x2 = α′}
where0 < α′ ≤ α1; if α′ > α1, then the point(1, 0) lies in the interior of the split set. Consider the largest
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Figure 2: Crooked cross sets containing maximal quadrilaterals and triangles

possible split set{z ∈ R2 : 0 ≤ α1z1+α2z2 ≤ α1}. Sinceα1 < α2, the line{z ∈ R2 : α1z1+α2z2 = α1}
lies below the point(0, 1) and thus intersects the sidee3 at a pointp whosez2 coordinate is strictly less than
1. Therefore, the point(0, 1) lies in the relative interior of the line segmentpa1.

For the cross set to containB, the second split set must contain the triangle with vertices p, a1, (1, 0).
Therefore, one of the facets of the second split set must be along the line segmentpa1. Let this facet be
{z ∈ R2 : β1z1 + β2z2 = β2} whereβ1 < 0, β2 > 0 andβ1, β2 ∈ Z. The other facet of this split set is
defined by a line{z ∈ R2 : β1z1 + β2z2 = β′} whereβ′ ≥ 0. The largest possible split set would be when
the facet has the form{z ∈ R2 : β1z1 + β2z2 = 0}. As (1, 0) lies below this line, it intersectse2 at a point
q whosez2 coordinate is strictly positive. Thus, the boundary ofB betweenq and(1, 0) is not contained in
any of the splits, a contradiction.

The case wherea1 anda3 belong to the same split set ora1 anda3 belong to the same split set can be
similarly analyzed.

Corollary 3.4. There exists a type 3 triangle cut forW that is not a cross cut.

Proof. Consider a setW with three continuous variables, and a maximal lattice-free triangleB of type 3
such thatf + ri (i ∈ {1, 2, 3}) are the three vertices ofB. Then the inequalityαs ≥ 1, whereα = (1, 1, 1),
is generated usingB via (2). We will show that this inequality is not a cross cut. It is clear that for any point
z∗ in int(B) there exists ans∗ ≥ 0 such thatz∗ = f + rs∗ andαs∗ < 1. Now if αs ≥ 1 is a cross cut,
then there exists a cross disjunctionC × Rn such thatC is a cross disjunction inR2, andαs ≥ 1 is valid
for the intersection ofW LP with each atom of the disjunction. By Lemma 3.3, one of the atoms ofC (say
A) contains a pointz∗ in int(B). Then, there exists a point(z∗, s∗) in W LP ∩ (A × Rn) with αs∗ < 1, a
contradiction.

While Corollary 3.4 shows that some type 3 triangle cuts are not cross cuts, this does not imply that
C 6⊆ T3. To illustrate this point, consider the case of a triangle cut of type 1 that is not dominated by a single
quadrilateral cut. However, the triangle cut is valid forQ. This follows from the fact that for any triangle cut
of type 1, one can construct (see Basu et. al [7]) an infinite sequence of quadrilateral cuts which in a formal
sense converge to the triangle cut.

Next we show that unlike cross cuts, all the triangle and quadrilateral inequalities can be obtained in a
very simple way by using crooked cross cuts. For type 3 triangles, some elements of the proof can be found
in [19].
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Lemma 3.5. Any quadrilateral cut or triangle cut forW is a crooked cross cut forW . Consequently,
CC ⊆ Q ∩ T3.

Proof. We will show that every maximal lattice-free setB in R2 in standard form is contained in a crooked
cross set. This is obvious for triangles of type 1 or 2 in Figure 1; they are both contained in the set

C1 = {z : 0 ≤ z1 ≤ 1} ∪ {z : z1 ≥ 1 and0 ≤ z2 ≤ 1} ∪ {z : z1 ≤ 0 and0 ≤ z2 − z1 ≤ 1}.

See Figure 2(a) for a depiction ofC1 (by the dashed lines).
Now consider a maximal lattice-free quadrilateralQ in standard form. In Section 2.2 we denoted the

integral points on the boundary ofQ to beu1, . . . , u4, which are(0, 0), (1, 0), (0, 1), (1, 1), respectively, and
also defined the edge containingui to beei, for i = 1, . . . , 4. It is well-known thatQ is contained in the
cross setC2 = {z : 0 ≤ z1 ≤ 1} ∪ {z : 0 ≤ z2 ≤ 1}. To see this, note that for any pointv in R2 \ C2, the
convex hull ofv andu1, . . . , u4 is a convex body containing one ofu1, . . . , u4 in its interior; for example, if
v ∈ {z : z1 < 0, z2 < 0}, thenu1 lies in the interior of the convex hull ofv andu1, . . . , u4.

As Q is a quadrilateral, the angle between the sides incident with some vertex is 90 degrees or more.
Without loss of generality we can assume this vertex is the one incident with the edgese1 ande4 (if this
condition does not hold, we can rotate the body via a unimodular transformation to attain it). The side
incident with this vertex having positive slope ise4, and the other side ise1. One of these two sides forms
an angle of at most 45 degrees with the line segment joining (0,0) and (0,1); assume it ise4. Therefore
z2 − z1 ≤ 1 is a valid inequality forQ ∩ {z : z1 ≤ 0}. As Q ⊆ C2, z2 ≥ 0 is a valid inequality for
Q ∩ {z : z1 ≤ 0}, and so isz2 − z1 ≥ 0. ThereforeQ ∩ {z : z1 ≤ 0} ⊆ C1. ClearlyC1 ∩ {z : z1 ≥ 0} =
C2 ∩ {z : z1 ≥ 0}. ThereforeQ is contained in the crooked cross setC1.

Let B be a maximal lattice-free triangle of type 3 in standard formthat contains the pointsu1 = (0, 0),
u2 = (1, 0) andu3 = (0, 1) in the relative interior of its sides. Denote the vertex thatis opposite to the edge
that containsu1 = (0, 0) by a1, the vertex that is opposite to the edge that containsu2 = (1, 0) by a2 and
the vertex that is opposite to the edge that containsu3 = (0, 1) by a3. Let T = R2 \ (S1 ∪ S2 ∪ S3) where

S1 = {z : 0 ≤ z1 ≤ 1}, S2 = {z : 0 ≤ z2 ≤ 1}, S3 = {z : 0 ≤ z1 + z2 ≤ 1}.

Furthermore, let these sets be partitioned into smaller closed components as shown in Figure 3. (For example
S1 = S+

1 ∪V1∪V0∪V3∪S−
1 .) By elementary geometry, note that the pointa1, which is the vertex opposite to

the edge containing pointu1 = (0, 0) must lie in the cone generated by rays−−→u1u2 and−−→u1u3 and furthermore,
it can not lie inside the triangle obtained by taking the convex hull of the pointsu1, u2 andu3. Consequently,
a1 ∈ S+

1 ∪ V1 ∪ S+
2 ∪ T1. Similarly, a2 ∈ S−

2 ∪ V2 ∪ S−
3 ∪ T3 anda3 ∈ S−

1 ∪ V3 ∪ S+
3 ∪ T5.

Notice thatB can not intersect with the interior ofT1 as otherwise(1, 1) would belong to the interior of
B. Similarly, the intersection ofB with the interior ofT2, T3, T4, T5 andT6 is empty. Therefore,B and all
three vertices ofB lie in S1 ∪ S2 ∪ S3. We will next show thatB does not intersect with the interiors of the
setsS−

1 , S+
2 andS−

3 and conclude thatB in fact looks like the triangle shown in Figure 2(c).
As B is in standard form, we know thata3 satisfies the inequalityz1 + z2 ≥ 0 (see Section 2.2) and

thereforea3 6∈ int(S−
1 ) and thereforea3 ∈ V3 ∪ S+

3 . In addition, asu1 = (0, 0) is a convex combination of
pointsa2 anda3, the pointa2 must satisfyz1 + z2 ≤ 0. Therefore, we conclude thata2 ∈ S−

2 .
The pointu3 = (0, 1) is a convex combination ofa1 anda2 and asa2 satisfiesz2 ≤ 1, the pointa1 must

satisfyz2 ≥ 1. Furthermore, asa1 ∈ S+
1 ∪ U1 ∪ S+

2 ∪ T1 andB ∩ int(T1) = ∅, we conclude thata1 ∈ S+
1 .

Clearly, the edge connectinga1 ∈ S+
1 anda2 ∈ S−

2 and going throughu3 = (0, 1) does not intersect the
interior of S−

3 . Similarly, the edge connectinga1 ∈ S+
1 anda3 ∈ V3 ∪ S+

3 and going throughu2 = (1, 0)
does not intersect the interior ofS+

2 , and, the edge connectinga2 ∈ S−
2 anda3 ∈ V3∪S+

3 and going through
u1 = (0, 0) does not intersect the interior ofS−

1 .
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Therefore, we conclude thatB ∩ S+
2 = {u2}, B ∩ S−

1 = {u1} andB ∩ S−
3 = {u3} implying that

C3 = {z : z1 ≤ 0 and0 ≤ z2 ≤ 1} ∪ {z : z2 ≥ 0 and0 ≤ z1 ≤ 1} ∪ {z : z2 ≤ 0 and0 ≤ z2 + z1 ≤ 1}

containsB. However,C3 is a subset of the crooked cross set contained within the dashed lines in Figure 2(c)
(defined by removingz1 ≤ 0 from the first set inC3, and changingz2 ≥ 0 to z2 ≥ 1 in the second set).
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Figure 3: Partitioning ofR2 by the split setsS1, S2 andS3

Recall that Andersen et. al. [1] and Cornuéjols and Margot [16] proved thatconv(W ) is given by all
quadrilateral cuts, triangle cuts and split cuts. Therefore Lemma 3.5 implies thatCC = Q ∩ T3.

To complete the proof of Theorem 3.1, we will show in Section 3.2 thatQ ⊆ UC.

3.2 Obtaining disjunctive cuts as 2D lattice-free cuts

Andersen et. al.[1, Corollary 1] show that ifW is non-empty andαs ≥ α0 is a facet-defining inequality for
W , thenα ≥ 0. It is easy to see that this property holds for any valid inequality, not just facet-defining ones.
We use this fact in proving the following observation.

Lemma 3.6. If W is the empty set, i.e.,W has no integral solutions, then the split closure ofW equals∅.

Proof. Let W be the empty set. Ifr has two linearly independent columns, sayr1 andr2, then the set
{z ∈ R2 : z = f + r1s1 + r2s2, s1, s2 ≥ 0} contains integer points, andW is non-empty, a contradiction.
Therefore,r must have rank 1. LetWz := {z ∈ R2 : z = f + rs for somes ∈ Rn

+}. ThenWz is either
a half-line or a line inR2, and points inWz satisfya1z1 + a2z2 = b, for some co-prime integersa1 and
a2. Assumeb is integral. Then there is an integer pointz∗ ∈ Z2 satisfyinga1z

∗
1 + a2z

∗
2 = b. This means

that if Wz is a line, it is non-empty, a contradiction. IfWz is a half-line, then there is a large enough integer
t > 0 such thattr1 is integral andz∗ + tr1 lies inWz. Thereforeb must be non-integral. ThenW has empty
intersection with each side of the disjunction

(a1z1 + a2z2 ≤ ⌊b⌋) ∨ (a1z1 + a2z2 ≥ ⌈b⌉),
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and the split closure ofW is the empty set.

Some elements of the proof of the next result were observed byBalas [5]. In particular, he observed that
given a derivation of a cut using a cross disjunction, one canuse the multipliers for the inequalities defining
the cross set to obtain a quadrilateral which may be a maximallattice-free quadrilateral or (in degenerate
cases) a maximal lattice free triangle of type 1 or 2.

For the purpose of the next Proposition, we define the vertex of an atom as the point where the defining
inequalities of the atom intersect, i.e., the vertex of the atom π1z ≤ γ1, π2z ≤ γ2 is the pointz∗ satisfying
π1z

∗ = γ1, π2z
∗ = γ2.

Proposition 3.7. Any non-trivial unimodular cross cut forW is implied by either a quadrilateral cut or a
triangle cut of type 1 or 2.

Proof. Consider a non-trivial unimodular cross cut forW . The existence of such a cut implies thatW is
non-empty,

otherwise by Lemma 3.6 the split closure ofW is the empty set, and therefore so is the cross closure of
W , a contradiction. We will next derive four inequalities defining a lattice-free set from the multipliers used
in obtaining the cross cut as a valid inequality in each atom of the disjunction. This set will be contained in
a maximal lattice-free quadrilateral or triangle of type 1 or 2.

Let the cross cut becz + gs ≥ d, where(c, g) ∈ R1×(2+n), and the cut is derived from the disjunction
∨4

i=1Di where the setsDi are defined as in Section 2 via the inequalities

π1z ≤ γ1, π1z ≥ γ1 + 1, π2z ≤ γ2, π2z ≥ γ2 + 1.

By subtracting appropriate multiples of the constraintsz− rs = f from the cutcz + gs ≥ d, we can assume
that it has the formαs ≥ α0. As W is non-empty, we can assume thatα ≥ 0.

As αs ≥ 0 is valid forW LP , but the cross cut is not, we can assumeα0 > 0. Therefore, we can assume,
without loss of generality, that the cross cut has the formαs ≥ 1. We next define a lattice-free convex set
Qα such that the cut defined by (2) impliesαs ≥ 1. More precisely, we will show thatLα ⊆ Qα.

Consider the atomD1 of the disjunction given byπ1z ≤ γ1, π2z ≤ γ2. Consider the case when the
intersection of this atom withW LP is non-empty. By definition,αs ≥ 1 is valid for

z − rs = f, s ≥ 0, (5)

−π1z ≥ −γ1,

−π2z ≥ −γ2.

Using LP duality, there exists multipliersµ ∈ R1×2 (for z − rs = f ), andv,w ≥ 0, such that

µ − vπ1 − wπ2 = 0, (6)

−µr ≤ α, (7)

µf − vγ1 − wγ2 ≥ 1. (8)

Equation (6) follows from the fact that thez variables are free, and (7) from the fact thats ≥ 0. Therefore
µ = vπ1 + wπ2. Note that asαs ≥ 1 is not valid forW LP , one ofv,w must be positive.

We define one side ofQα corresponding toD1 to beµz ≥ vγ1 + wγ2. We next show thatLα satisfies
the above inequality, but no integer point inD1 does. The inequality (8) implies thatf strictly satisfies the
inequalityµz ≥ vγ1 + wγ2. Further, for eachαi > 0, this inequality is satisfied by(f + ri/αi) as

αi ≥ −µri ⇒ αi ≥ −µri/(µf − vγ1 − wγ2) ⇒

µf − vγ1 − wγ2 ≥ −µri/αi ⇒ µ(f + ri/αi) ≥ vγ1 + wγ2.
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If αi = 0, then this inequality is satisfied byf + λri for all λ ≥ 0: as−µri ≤ 0 or µri ≥ 0 by (7), it
follows that

µ(f + λri) − vγ1 − wγ2 ≥ µf − vγ1 − wγ2 ≥ 1.

Thereforeri is a direction in the recession cone of the set{z ∈ R2 : µz ≥ vγ1 + wγ2} (since{z ∈ R2 :
µz ≥ vγ1 + wγ2} is a closed set). HenceLα is contained in the half-space defined by

(vπ1 + wπ2)z ≥ vγ1 + wγ2. (9)

Further, any integer vector̄z contained in the atomD1 satisfies(vπ1 +wπ2)z̄ ≤ vγ1 +wγ2 asv,w ≥ 0 and
one ofv,w is positive. Therefore,̄z cannot lie in the interior of the half-space (9). Finally, ifz∗ is a unique
vertex of one of the other atoms, thenπ1z

∗ ≥ γ1 andπ2z
∗ ≥ γ2 with one of these two inequalities holding

as a strict inequality. Thereforez∗ also satisfies (9).
If the intersection ofD1 with W LP is empty, then0s ≥ 1 is implied by the constraints in (5). Therefore,

there exist multipliersµ ∈ R2 andv,w ≥ 0 satisfying (6), (8) and−µr ≤ 0 instead of−µr ≤ α. Thenµr ≥
0 ⇒ µri/αi ≥ 0 for every positiveαi. Thereforeµf > vγ1 + wγ2 implies thatµ(f + ri/αi) > vγ1 + wγ2.
Similar to the previous case, ifαi = 0, then we can verify thatri is a recession direction for (9). Therefore
Lα satisfies the inequality (9), andf lies in the interior of the corresponding half-space. Moreover, it can
again be verified that all the integer pointsz̄ belonging toD1 satisfy(vπ1 + wπ2)z̄ ≤ vγ1 + wγ2 and if z∗

is a unique vertex of one of the other atoms, then(vπ1 + wπ2)z
∗ ≥ vγ1 + wγ2.

As the choice of the atom is arbitrary, we can similarly derive inequalities (9) for each atom, and assert
thatf is contained in the interior of the setQα defined by these inequalities, and thatLα is contained inQα.
Further, any integer point inR2 is contained in one of the atoms of the disjunction, and cannot therefore be
contained in the interior ofQα. ThereforeQα is lattice-free, and the intersection cut defined by it implies
the cross cutαs ≥ 1.

We will now show thatQα is contained in a maximal lattice-free quadrilateral or triangle of type 1 or
2. By definition,Qα has at most 4 sides. Further, the unique vertex of each atom ofthe cross disjunction
is integral. For example, consider the atom{z ∈ R2 : π1z ≤ γ1, π2z ≤ γ2}; its unique vertex is the point

z∗ satisfyingπ1z
∗ = γ1 andπ2z

∗ = γ2. As the matrix

[

π1

π2

]

is unimodular,z∗ is integral. These integral

vertices of the atoms all lie inQα and therefore must lie on its boundary. NowQα is full-dimensional as it
containsf in its interior.

If it is not maximal, then consider a maximal lattice-free convex setB containing it;B must also contain
the integer vertices of the atoms on its boundary. As there are 4 such points,B cannot be a triangle of type
3. Further it cannot be a split set, as that would contradict the non-triviality ofcz + gs ≥ d. Therefore,B
must be a quadrilateral, or a triangle of type 1 or 2.

In Figure 4, we depict two linearly independent splits defining a disjunction, the atomD1 and the
inequality(vπ1 + wπ2)z ≥ vγ1 + wγ2 by the dashed line.

Corollary 3.8. Q ⊆ UC.

Proof. If there does not exist a non-trivial unimodular cross cut, thenUC equals the split closure ofW ,
butQ is contained in the split closure ofW as shown by Basu et. al. [7], and the result follows. Assume
there exists a non-trivial unimodular cross cut. The previous result implies that the unimodular cross cut is
implied by a quadrilateral cut or a triangle cut of type 1 or 2.ThereforeQ = Q ∩ T1 ∩ T2 ⊆ UC.
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Figure 4: The disjunction defining a cross cut

3.3 Relative strength of unimodular and non-unimodular cross cuts

It is not obvious if it is possible to obtain non-unimodular cross cuts that are not implied by any (or a
combination of) unimodular cross cuts. We next present a non-unimodular cross cut which is not dominated
by any single unimodular cross cut.

Example 3.9. LetW ∗ be the set of points(z, s) ∈ Z2 × R4
+ that satisfy

(

z1

z2

)

=

(

1
4
1
2

)

+

(

0
−1

)

s1 +

(

−1
1

)

s2 +

(

11
−6

)

s3 +

(

1
−2

)

s4. (10)

Now consider the non-unimodular cross set

{(z1, z2) ∈ R2 : 0 ≤ z1 + z2 ≤ 1} ∪ {(z1, z2) ∈ R2 : 0 ≤ z1 − z2 ≤ 1}. (11)

One can show that the inequalitys1 +s2 +14s3 +2s4 ≥ 1 is implied by the cross disjunction associated
with the above cross set. To this end, letQ := conv{f + ri

αi
}, whereα = (1, 1, 14, 2), f is the constant

vector in (10), andr1, . . . , r4 are the columns associated with the variabless1, . . . , s4 in (10). ThusQ is the
quadrilateral with vertices(1

4 ,−1
2), (−3

4 , 3
2), (29

28 , 1
14), and(3

4 ,−1
2), and is depicted by the shaded object in

Figure 5. One can verify thatQ is contained in the cross set (11); in particular, the sides of Q pass through
the vertices of the atoms of the cross disjunction.

Proposition 3.10. The inequalitys1 + s2 + 14s3 + 2s4 ≥ 1 is not a unimodular cross cut forW ∗.

Proof. If the inequalitys1 + s2 + 14s3 + 2s4 ≥ 1 is a unimodular cross cut forW ∗, then by Proposition
3.7, there exists a maximal lattice-free quadrilateral or amaximal lattice-free triangle of type 1 or type 2 that
containsQ. We will however show that any maximal lattice-free convex set containing the setQ is a maximal
lattice-free triangle of type 3. This would therefore implythat the inequalitys1 + s2 + 14s3 + 2s4 ≥ 1 is
not a unimodular cross cut forW ∗.

Let M be the maximal lattice-free convex set containingQ. Two facet-defining inequalities ofM are
2z1 +z2 ≥ 0 and−2z1 +z2 ≥ −2: both the lines{(z1, z2) | 2z1 +z2 = 0} and{(z1, z2) | −2z1 +z2 = −2}
define facets ofQ and contain integer points in their relative interior. Therefore, these must be facets ofM .
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Figure 5: Example of lattice-free convex set that is contained in a non-unimodular cross set and not in a
unimodular cross set.

The intersection of the lines2z1 + z2 = 0 and−2z1 + z2 = −2 (i.e., (12 ,−1)) is a vertex ofM . This
is becauseM must contain an integer point in the relative interior of each of its facets and while the facets
of M defined by the lines2z1 + z2 = 0 and−2z1 + z2 = −2 contain the integer points(0, 0) and(1, 0),
respectively, the convex hull of(0, 0), (1, 0), (1

2 ,−1) contains no integer points in its interior.
Since2z1 + z2 ≥ 0 and−2z1 + z2 ≥ −2 define facets ofM , all potential candidates for integer points

on the boundary ofM are integer points satisfying these inequalities. Note that (−3
4 , 3

2 ) and(29
28 , 1

14) are
vertices ofQ and thus belongs toM . If any integer point(z1, z2) with z1 ≥ 0, z2 ≥ 1 (except(z1, z2) =
(0, 1)) belongs toM , then the point(0, 1) belongs to the interior of the convex hull of(z1, z2), (29

28 , 1
14 )

and(−3
4 , 3

2 ). Similarly, if an integer point(z1, z2) with z1 < 0, z2 ≥ 1 belongs toM , then it satisfies the
condition2z1 + z2 ≥ 0 and therefore(0, 1) belongs to the interior of the convex hull of(z1, z2), (0, 0) and
(29
28 , 1

14 ). Therefore the only integer point contained inM other than(0, 0) and(1, 0) is (0, 1). Thus,M
must be a maximal triangle of type 3 with(0, 1) contained in the relative interior of the third side.

The proof of Corollary 3.4 illustrates that it is not possible to obtain every type 3 triangle cut using
a single cross cut (unimodular or otherwise). On the other hand, by Lemma 3.5 all the facet-defining
inequalities ofW can be obtained using crooked cross cuts. Therefore the crooked cross closure is contained
in the cross closure. However, as we do not know if the unimodular and non-unimodular cross closures are
obtained by a finite number of inequalities within the respective families, we cannot use Corollary 3.4 and
Example 3.9 to conclude that the inclusions in Theorem 3.1 are strict. We believe that these inclusions are
strict.

4 Other two row canonical models

The main motivation for studying the setW is that it can be obtained as a relaxation of an MIP by taking
two-rows of a simplex tableau (where integer variables are basic) and dropping the (i) integrality of the non-
basic variables, and, (ii) nonnegativity of the basic variables. Stronger relaxations of the original set can be
obtained by retaining more information about the original set. We next consider two extensions studied in
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the literature.

4.1 ‘Monoidal’ Strengthening

A stronger two-row relaxation of a mixed-integer set using basic solutions is the following set

T = {(z, s) ∈ Z2 × Z
p
+ × R

n−p
+ : z − rs = f}

where the firstp nonbasic variables are assumed to be integral. A valid inequality for T obtained via a
maximal lattice free convex setB is

p
∑

i=1

ᾱisi +
n

∑

i=p+1

αisi ≥ 1 (12)

whereαi is generated using (2) and̄αi = αt
i for somet ∈ Z2×1, where

αt
i =

{

0 if ri + t ∈ rec(B),
1/λ : λ > 0 andf + λ(ri + t) ∈ bnd(B)} if ri + t 6∈ rec(B).

(13)

The construction of̄αi is closely related to the fill-in function of Gomory and Johnson [26], and the monoidal
strengthening proposed by Balas and Jeroslow [6]. Recently, this construction has been studied in [19], [13],
[9].

We next demonstrate that inequality (12) is a crooked cross cut for T . Let t̄i ∈ Z2 for i = 1, . . . , p be
given. Then letz′ = z +

∑p
i=1 t̄isi and consider the set

T ′ = {(z′, s) ∈ Z2 × Rn
+ : z′ − r′s = f} (14)

wherer′i = ri + t̄i for i ≤ p andr′i = ri for i ≥ p+1 . Now inequality (12) is a 2D lattice-free cut forT ′ via
B. As B is contained in some crooked cross set, inequality (12) is a crooked cross cut forT ′ and therefore
for T . To see this, notice that if (12) is a crooked cross cut forT ′, then it is valid for the intersections of
the four atoms of the associated disjunction with(T ′)LP . Consider the atom defined byπ1z

′ ≤ γ1 and
π2z

′ ≤ γ2, and note that
∑p

i=1 ᾱisi +
∑n

i=p+1 αisi ≥ 1 is valid for

Q′ = {(z′, s) ∈ Rn+2 : π1z
′ ≤ γ1, π2z

′ ≤ γ2, z
′ − r′s = f, s ≥ 0}.

But then, the same inequality is valid for

Q = {(z, s) ∈ Rn+2 : π1

(

z +

p
∑

i=1

t̄isi

)

≤ γ1, π2

(

z +

p
∑

i=1

t̄isi

)

≤ γ2, z − rs = f, s ≥ 0}

because if the inequality cuts off a point(z, s) ∈ Q, it must also cut off the point(z′, s) ∈ Q′ where
z′ = z +

∑p
i=1 t̄isi. Repeating the same argument for the remaining three atoms shows that the inequality

is indeed a crooked cross cut forT . Consequently, monoidal strengthening simply corresponds to changing
the crooked cross disjunction that is used to generate the cut. Similarly, if B is contained in a cross set, then
(12) is a cross cut forT .
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4.2 S-free cuts

Let N be a rational polyhedron inR2 and letS = N ∩ Z2. Consider the set

W̄ := {(z, s) ∈ Z2 × Rn
+ : z − rs = f, z ∈ S}, (15)

and recall thatW can be obtained by dropping the constraintz ∈ S from W̄ . We denote the continuous
relaxation ofW̄ obtained by replacingz ∈ S andz ∈ Z2 with z ∈ N andz ∈ R2 by W̄ LP . Facet-defining
inequalities of the convex hull of̄W were first studied by Johnson [28] in the case whereS is finite. Recently
Dey and Wolsey [21], Fukasawa and Günlük [25], and Basu et al. [10] studied variants of the above set.

LetB ⊆ R2 be a convex set such that int(B)∩S = ∅. Such a set is called anS−free convex set. All full-
dimensional maximalS-free convex sets are polyhedra [10]. IfB is a maximalS-free polyhedron containing
f in its interior, then there are row vectorsgj ∈ R2 such thatB = {u ∈ R2 : gj(u−f) ≤ 1, j ∈ {1, ..., k}}.
It is shown in [10], [21] and [25] that a valid inequality for̄W (called anS-free cut) is

∑n
i=1 αisi ≥ 1, where

the coefficientsαi are given by

αi = max1≤j≤k{gjri}. (16)

All facet-defining inequalities of (15) that separate the point (z, s) := (f, 0) areS-free cuts obtained from
maximalS-free convex sets. In fact, the above papers show the following:

Remark 4.1. If B is anS-free convex set, then the associatedS-free cut is valid forW LP \ (int(B)×Rn).

To see the correctness of the remark above note that any point(ẑ, ŝ) ∈ W LP \ (int(B) × Rn) satisfies
ẑ = f + rŝ, ŝ ≥ 0 andẑ /∈ int(B). Therefore,gl(ẑ − f) ≥ 1 for somel ∈ {1, . . . , k}. But then

n
∑

i=1

αiŝi ≥
n

∑

i=1

(glri)ŝi = gl

n
∑

i=1

riŝi = gl(ẑ − f) ≥ 1

and therefore(ẑ, ŝ) satisfies theS-free cut. We next show that allS-free cuts are, in fact, crooked-cross cuts.

Theorem 4.2. AnyS-free cut forW̄ is a crooked-cross cut for the mixed-integer set obtained byaugmenting
W with the constraints definingN .

Proof. LetB be anS-free convex set and
∑n

i=1 αisi ≥ 1 be the associatedS-free cut. LetB′ = int(B)×Rn,
andN ′ = N × Rn. Now observe that

W LP \ B′ ⊇ W̄ LP \ B′ = W̄ LP \ (B′ ∩ N ′), (17)

where the inclusion follows from the fact thatW LP ⊇ W̄ LP and the equality follows from the fact that
W̄ LP ⊆ N ′. Now using Remark 4.1 and (17), the cut

∑n
i=1 αisi ≥ 1 is also valid forW̄ LP \ (B′ ∩ N ′).

Let F be a maximal lattice-free convex set containingB ∩ N . ThenF is contained in a crooked cross
setC. Therefore

W̄ LP \ (B′ ∩ N ′) ⊇ W̄ LP \ (int(F ) × Rn) ⊇ W̄ LP \ (int(C) × Rn).

As theS-free cut is valid for the last set in the equation above, andW̄ LP equals the points inW LP which
satisfy the constraints ofN , the Lemma follows from Remark 2.1.

In the proof of Theorem 4.2, ifF is also contained in a split or a cross set, then theS-free cut is also,
respectively, a split or a cross cut for the mixed-integer set described in Theorem 4.2.
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Finally, consider the set̄T = T ∩ {(z, s) ∈ Z2 × Rn
+ : z ∈ S} whereT is as defined in Section 4.1.

Given a maximalS-free convex setB, one can use the monoidal strengthening techniques in [6] togenerate
the cut

p
∑

i=1

α̃isi +
n

∑

i=p+1

αisi ≥ 1 (18)

for T̄ , whereα̃i equalsαt
i for somet ∈ Z2 ∩ rec(N) and

αt
i = max1≤j≤k{gj(ri + t)}.

Using arguments similar to those in the previous section, wecan conclude that the inequality (18) can be
obtained using a crooked cross disjunction. Note that in thedefinition ofα̃i above, we requiret to lie in the
recession cone ofN . This is because replacingri with ri + t corresponds to replacingz with z + tsi in the
definition of(T̄ )′ in (14). Clearly,z + tsi ∈ S provided thatz ∈ S andt ∈ rec(N).

5 Cross and crooked cross disjunctions for general mixed integer sets

Consider the mixed-integer set withm rows

P = {(x, y) ∈ Zn1 × Rn2 : Ax + Gy = b, y ≥ 0}, (19)

whereA ∈ Qm×n1 , G ∈ Qm×n2 andb ∈ Qm×1. Recall that we usePLP to denote the continuous relaxation
of P . Throughout this section, the symbolc denotes a row vector withn1 components,d, g denote row
vectors withn2 components, ande, f are numbers. The symbolsα, β, γ, δ denote numbers,λ, µ, π, τ, σ are
row vectors withλ, µ ∈ R1×m, π ∈ R1×n1 andτ ∈ R1×n2. A symbol along with a superscript (e.g.,d′) has
the same dimension as the symbol itself.

We say that an inequalitycx + dy ≥ f is a translation ofc′x + d′y ≥ f ′ w.r.t. P , if there exists a
row vectorµ ∈ Rm and a positive scalarδ such that[c, d, f ] = µ[A,G, b] + δ[c′, d′, f ′]. Given row vectors
λ1, . . . , λk ∈ Rm, let

Pk(λ1, . . . , λk) = {(x, y) ∈ Zn1 × Rn2 : λiAx + λiGy = λib for i = 1, . . . , k, y ≥ 0},

a particulark-row relaxation ofP .
In this section, we show that if a non-trivial (crooked) cross cut forP is obtained from a disjunction

defined by row vectorsπ1, π2 ∈ Zn andγ1, γ2 ∈ Z, then there exists a three-row relaxation ofP of the form

P3(λ1, λ2, λ3) = {(x, y) ∈ Zn1 × Rn2 : π1x + g1y = b1, π2x + g2y = b2, g3y = b3, y ≥ 0},

which yields an equivalent cut under the application of the same (crooked) cross disjunction. When the
matrix A has full row rank,λ3 = 0 and thusg3 = 0, b3 = 0. Consequently one can obtain the same cut
from a two-row relaxation ofP ; see Corollary 5.9. An important example of a mixed integer set where the
matrix A has full row rank is that of a corner relaxation of an MIP. Another special case when atwo-row
relaxation of (19) suffices is presented in Lemma 5.5, whereas Lemma 5.4 and Lemma 5.7 give the precise
structure of the three-row relaxation in the general case.

Given a (crooked) cross cut forP , it is easy to obtain a four-row relaxation ofP which yields the same
cut, without translation, under the application of the same (crooked) cross disjunction. Our result implies
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that there always exist a relaxation with three or fewer rowsthat also yields anequivalent(crooked) cross
cut (via translation). When the third constraintg3y = b3 is not needed, for example, whenA has full row
rank, then the (crooked) cross cut from the relaxation with two rows is in fact a 2D lattice-free cut, obtained
by replacingπ1x by z1 andπ2x by z2. In general, we expect to obtain stronger cutting planes by applying
cross and crooked-cross disjunctions toP instead of generating 2D lattice-free cuts, but we cannot prove
this. In contrast, splits cuts can be obtained (up to translations) as MIR cuts (i.e., as 1D lattice-free cuts)
from a one-row relaxation of the original MIP [29].

In showing the main result we use the observation that any (crooked) cross cut forP is a split cut for
P ∩ {−π1x ≥ −γ1} and a split cut forP ∩ {π1x ≥ γ1 + 1}. We combine this with the fact that split cuts
can be obtained from one row relaxations. The construction of one-row relaxations therefore plays a crucial
role in the three-row relaxation we construct for (crooked)cross cuts.

In proving that split cuts are equivalent to MIR cutsand thus showing that split cuts can be obtained
from a one row relaxation, one typically has to consider three cases. Assume a split cut is derived from a
split disjunctionD1 ∨ D2 (hereD1 andD2 are defined as in Section 2). In the first case,PLP ∩ D1 6= ∅ =
PLP ∩ D2, in which case the only non-trivial split cut is the Gomory-Chvátal cutπx ≤ γ, which is also an
MIR cut. In the second case, the intersection ofPLP with D1 andD2 is non-empty, and any split cut can
be derived, up to a translation, as an MIR cut. In the final case, PLP ∩ D1 = PLP ∩ D2 = ∅. Trivially,
the split closure is empty. However, bothπx ≤ γ andπx ≥ γ + 1 are Gomory-Chvátal cuts, and the cut
0x + 0y ≥ 1 is valid for the MIR closure, which is therefore also empty. We discuss the first two cases in
Lemma 5.1 in Section 5.1.

In trying to prove an analogous result in Section 5.2 for crooked cross cuts derived from disjunctions of
the formD1 ∨ D2 ∨ D3 ∨ D4 (see Section 2), we perform a similar case by case analysis (though the cases
will be ordered differently). We consider the case whenPLP does not intersectD3 ∪ D4, but intersects
D1 ∪ D2 in Lemma 5.7. In Lemma 5.4, we consider the case whenPLP intersects bothD3 ∪ D4 and
D1 ∪ D2. These two results will imply Theorem 5.8. Finally, we consider the case whenPLP does not
intersect eitherD3 ∪ D4 or D1 ∪ D2 in Lemma 5.5 and Corollary 5.6. Collectively, these resultsimply that
the (crooked) cross closure always equals the closure with respect to (crooked) cross cuts obtained from
three-row relaxations ofP (cuts from two-row relaxations suffice whenA has full row rank). The first two
cases above imply this result whenPLP is not contained in the interior of a (crooked) cross set, andthe third
case implies this result whenPLP is contained in the interior of a (crooked) cross set.

5.1 Some results on split cuts

The next property of split cuts can be obtained from the proofof equivalence of split cuts and MIR cuts in
[29], or the proof of equivalence of split cuts and GMI cuts in[17]. Even though the result is known, we
reprove it in the precise form needed for our main result. Recall the notation introduced in Section 2 for
split disjunctions, namely,D1 = {(x, y) ∈ Rn1+n2 : πx ≤ γ} andD2 = {(x, y) ∈ Rn1+n2 : πx ≥ γ +1}
where(π, γ) ∈ Zn1+1.

Lemma 5.1. Let (π, γ) ∈ Zn1+1 and assume thatPLP ∩ (D1 ∪ D2) 6= ∅. Letcx + dy ≥ f be a nontrivial
split cut forP derived from the disjunctionD1 ∨ D2, then there existsλ ∈ R1×m with π = λA such that
πx + d′y ≥ γ + 1 is a translation ofcx + dy ≥ f w.r.t. P for somed′. Furthermore,πx + d′y ≥ γ + 1 can
be derived as a split cut for the one-row relaxation ofP ,

P1(λ) = {(x, y) ∈ Zn1 × Rn2 : πx + gy = β, y ≥ 0},

whereg = λG andβ = λb, from the same disjunction.
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Proof. Let P≤ = PLP ∩D1 andP≥ = PLP ∩ D2. By assumption, bothP≥ andP≤ cannot be empty and
without loss of generality, assume thatP≥ is not empty.

If P≤ is empty, then the linear programz = min{πx : x ∈ PLP } has an optimal valuez∗ > γ. Using
LP duality, there exist multipliersλ′ ∈ R1×m such thatλ′A = π, λ′G ≤ 0 andλ′b = z∗. Therefore the
implied equationλ′(Ax + Gy = b) gives the cutπx ≥ ⌈z∗⌉, where⌈z∗⌉ ≥ γ + 1, as an MIR cut. Note that
whenP≤ is empty, any split cut is dominated by a translation ofπx ≥ γ + 1. Therefore, in this caseP1(λ

′)
gives the desired one-row relaxation.

We now assume that bothP≥ and P≤ are nonempty. Let the split cut forP that we consider be
cx + dy ≥ f . In this case, as the cut is valid for bothP≥ andP≤, if cx + dy ≥ f is not a supporting
hyperplane for eitherP≥ andP≤, then one can trivially get a stronger split cut. We assume thatcx+dy ≥ f
is a supporting hyperplane forP≥. Therefore, there exist multipliersλ1, λ2 ∈ R1×m andα1, α2 ∈ R+ such
that

c = λ1A + α1π, d ≥ λ1G, f = λ1b + α1(γ + 1) (for P≥),

c = λ2A − α2π, d ≥ λ2G, f ≤ λ2b − α2(γ) (for P≤).

Clearly,α1, α2 > 0, otherwise the inequalitycx + dy ≥ f is a trivial inequality valid forP . Observe that

(λ2 − λ1)A = (α1 + α2)π,

(λ2 − λ1)G ≤ d − λ1G,

(λ2 − λ1)b ≥ (α1 + α2)γ + α1.

Now considerP1((λ2 − λ1)/(α1 + α2)), the relaxation obtained by combining the defining equations ofP
with the row vector(λ2 − λ1)/(α1 + α2) ∈ Rm. Definingτ = d − λ1G, it follows thatτ ≥ 0 and

πx +
1

α1 + α2
τy ≥ γ +

α1

α1 + α2
(20)

is valid forP1((λ2 − λ1)/(α1 + α2)), and therefore so is the MIR cut

α1

α1 + α2
πx +

1

α1 + α2
τy ≥ (γ + 1)

α1

α1 + α2
. (21)

This cut can also be written asα1πx + τy ≥ (γ + 1)α1; further it is a split cut derived from the same
disjunction ascx + dy ≥ f . Substituting outα1π, τ and(γ + 1)α1 gives

cx − λ1Ax + dy − λ1Gy ≥ f − λ1b.

Therefore the inequality (21) divided byα1/(α1 + α2), which has the desired form, is a translation of the
original inequalitycx + dy ≥ f .

It is not true in general that a split cut can be obtained asa split cut without translationfor some one-
row relaxation.Moreover, whenPLP does not intersect eitherD1 or D2 (and is contained in the interior
of the associated split set), Lemma 5.1 does not hold. In thiscase, not every inequality can be derived up
to translation as an MIR cut. For example, letP = {x ∈ Z2 : 0.7 ≥ x1 ≥ 0.3} which can be rewritten
in our standard form as̄P = {(x, y) ∈ Z2 × R2

+ : x1 + y1 = 0.7, x1 − y2 = 0.3}. The cutx2 ≤ 0 is
a split cut forP̄ obtained from the disjunction(x1 ≤ 0) ∨ (x1 ≥ 1). Notice that any one-row relaxation
of P̄ is of the form(λ1 + λ2)x1 + λ1y1 − λ2y2 = 0.7λ1 + 0.3λ2 and is always feasible for any choice of
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x2 Thereforex2 ≥ 0 is not valid for a one-row relaxation; further it cannot be obtained by translation asx2

does not appear in the constraints definingP̄ . However, whenPLP 6= ∅ is contained in the interior of a split
set, the proof of Lemma 5.1 can be adapted to show that a translation of0x + 0y ≥ 1 is obtainable from a
one-row relaxation.

We next describe a simple class of mixed-integer sets whose convex hull is given by split cuts. We will
use this result later in Section 5.2 to distinguish between non-trivial crooked cross cuts and split cuts.

Lemma 5.2. Consider the mixed integer setP := {(x, y) ∈ Zn1 × Rn2

+ : Ax + Gy = b}, whereA ∈
Qm×n1 , G ∈ Qm×n2, andb ∈ Qm×1 and rank(A) = 1. Then the split closure givesconv(P ).

Proof. As rank(A) = 1, we haveA = ησ for someη ∈ Qm×1 andσ ∈ Q1×n1. Without loss of generality,
we assume thatσi 6= 0 for i ∈ {1, ..., n1} since ifσi = 0, then theith column ofA is the zero vector and thus
xi can be ignored. Also assume that data definingP , namely,η, σ,G, b are integral and g.c.d.(σ) = 1. This
can be achieved, without loss of generality, by first simultaneously scalingσ, G andb so thatσ is integral
and g.c.d.(σ) = 1. Thenη, G andb can be scaled simultaneously to make them integral.

Let Q = {(z, y) ∈ Z1 × Rn2

+ : ηz + Gy = b}. As Q has a single integer variable, results in [15] imply
that the convex hull ofQ is given by split cuts. We next considering two cases and showthat the polyhedral
structure ofQ is essentially identical to that ofP .

Case 1: AssumeP 6= ∅. We will first show that ifcx + dy ≥ f is a valid inequality forP , then
c = δσ for someδ ∈ R. This claim trivially holds forn1 = 1 so we considern1 ≥ 2. Let (x̂, ŷ) ∈ P
and definex′ = (σ2,−σ1, 0, ..., 0). As σx′ = 0, we have(x̂ + kx′, ŷ) ∈ P for any integerk. Therefore,
c(x̂ + kx′) + dŷ ≥ f for any integerk, and consequently,cx′ = 0, i.e. c1σ2 = c2σ1. Similarly, it is easy to
show thatc1σi = ciσ1 for all i ∈ {3, ..., n1}. As σ1 6= 0, we obtainc = δσ whereδ = c1/σ1.

As (x̂, ŷ) ∈ P , clearly (σx̂, ŷ) ∈ Q 6= ∅. This observation implies that ifδz + dy ≥ f is a valid
inequality forQ, thenδσx + dy ≥ f is a valid inequality forP . Conversely, notice that for any integer
ẑ ∈ Z, there existŝx ∈ Zn1 with σx̂ = ẑ (as g.c.d.(σ) = 1). This implies that if(ẑ, ŷ) ∈ Q then(x̂, ŷ) ∈ P
whereσx̂ = ẑ and, consequently, ifδσx + dy ≥ γ is valid forP , thenδz + dy ≥ γ is valid forQ.

We have so far established that ifδσx + dy ≥ f is a valid (facet-defining) inequality for conv(P ), then
δz + dy ≥ f is valid forQ. As the convex hull ofQ is obtained using split cuts,δz + dy ≥ f is dominated
by a nonnegative linear combination of some split cutsδiz + diy ≥ f i (i = 1, ..., t) for Q. We will next
show that eachδiσx + diy ≥ f i is a split cut forP for i = 1, ..., t.

Supposeδiz + diy ≥ f i is a split cut forQ obtained by the disjunctionD1 ∨D2 whereD1 = {(z, y) ∈
R1 × Rn2 : z ≤ γ} andD2 = {(z, y) ∈ R1 × Rn2 : z ≥ γ + 1} for someγ ∈ Z. We first consider
the case when bothQLP ∩ D1 andQLP ∩ D2 are non-empty. In this case, there existsλ1, λ2 ∈ R1×m and
α1, α2 ≥ 0 such that

λ1η − α1 = δi, λ1G ≤ di, λ1b − α1γ ≥ f i

λ2η + α2 = δi, λ2G ≤ di, λ2b + α2(γ + 1) ≥ f i

However, this implies that we can obtain the cutδiσx + diy ≥ f i as a split cut forP using the disjunction
σx ≤ γ ∨ σx ≥ γ + 1. Next, consider the caseQLP ∩ D1 = ∅. In this case, it can be verified that
the inequalityδiσx + dy ≥ γ is dominated by the cutσx ≥ η + 1 which is a split cut. Similarly when
QLP ∩ D2 = ∅, it can be verified that the inequalityδiσx + dy ≥ f i is dominated by a split cut.

Case 2:AssumeP = ∅. As g.c.d.(σ) = 1, we also haveQ = ∅. If there is a collection of nontrivial
split cuts of the formδiz + diy ≥ f i that show thatQ is empty set, thenδiσx+ diy ≥ f i are nontrivial split
cuts showing thatP is empty set. The only remaining case is when there exists a disjunctionD1 ∨ D2 such
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that bothQLP ∩ D1 andQLP ∩ D1 are empty. In this case, observe thatPLP ∩ {(x, y) ∈ Rn1 × Rn2

+ :
σx ≥ γ + 1} = ∅ andPLP ∩ {(x, y) ∈ Rn1 × Rn2

+ : σx ≤ γ} = ∅. Thus the split closure ofP is empty.

5.2 Cross and crooked cross cuts for general sets

It is convenient in section to work withparametric cross cutsthat are a generalization of cross and crooked
cross cuts. Letπ1, π2 ∈ Z1×n1 andγ1, γ2 ∈ Z and consider theparametric crossdisjunction defined as
follows:

D1 = {(x, y) ∈ Rn1+n2 : −π1x ≥ −γ1, − (π2 − tπ1)x ≥ −(γ2 − tγ1)},
D2 = {(x, y) ∈ Rn1+n2 : −π1x ≥ −γ1, (π2 − tπ1)x ≥ γ2 − tγ1 + 1}
D3 = {(x, y) ∈ Rn1+n2 : π1x ≥ γ1 + 1, − π2x ≥ −γ2}, and,
D4 = {(x, y) ∈ Rn1+n2 : π1x ≥ γ1 + 1, π2x ≥ γ2 + 1},

wheret is a non-negative integer. Notice that whent = 0 we have a cross disjunction and whent = 1 we
have a crooked cross disjunction. LetQi = PLP ∩ Di for i = 1, . . . , 4.

We will need the following basic property of parametric cross cuts.

Lemma 5.3. If cx+dy ≥ f is a non-trivial parametric cross cut forP derived from the disjunction∨4
i=1Di,

thenπ1 andπ2 are linearly independent.

Proof. Assume thatπ1 and π2 are linearly dependent. Ifπ2 = 0, then for anyt one can verify that
∪4

i=1Di = {(x, y) : π1x ≤ γ1} ∪ {(x, y) : π1x ≥ γ1 + 1}. Therefore the parametric cross disjunction is
just a split disjunction andcx + dy ≥ f is a split cut. Similarly,cx + dy ≥ f is trivially a split cut forP
whenπ1 = 0. We can thus assume thatπ1 6= 0 andπ2 = δπ1 for someδ 6= 0.

We first assume that g.c.d.(π1) = g.c.d.(π2) = 1. Next observe that because of the restriction on the
g.c.d. ofπ1 andπ2, δ = ±1 and is thus integral. The atomsD1, . . . ,D4 become, respectively,

{(x, y) : π1x ≤ γ1, (δ − t)π1x ≤ γ2 − tγ1}, {(x, y) : π1x ≤ γ1, (δ − t)π1x ≥ γ2 − tγ1 + 1},

{(x, y) : π1x ≥ γ1 + 1, δπ1x ≤ γ2}, and{(x, y) : π1x ≥ γ1 + 1, δπ1x ≥ γ2 + 1}.

Now, the set of points{(x, y) : π1x ∈ Z} is clearly contained in∪4
i=1Di. After all, if x̄ ∈ Rn1 andπ1x̄ is

integral, then eitherπ1x̄ ≤ γ1 or π1x̄ ≥ γ1 + 1. In the first case, as(δ − t) is integral, so is(δ − t)π1x̄
and therefore this number cannot lie strictly betweenγ2 − tγ1 andγ2 − tγ1 + 1. One argues similarly in the
second case. Therefore,cx + dy ≥ f is valid for PLP ∩ {(x, y) : π1x ∈ Z}. However, Cook, Kannan and
Schrijver [15] showed that the split closure ofP is contained in

conv(PLP ∩ {(x, y) : π1x ∈ Z}). (22)

Therefore,cx + dy ≥ f is valid for the split closure ofP , a contradiction. Therefore, the claim holds when
g.c.d.(π1) = 1 and g.c.d.(π2) = 1.

In the general case, asπ1 andπ2 are integral, there must exist an integer vectorπ′ and co-prime integers
r, s such thatπ1 = sπ′, π2 = rπ′ andδ = r/s. One can then show thatcx+dy ≥ f is valid for (22) withπ1

replaced byπ′, and consequentlyπ1 andπ2 have to be linearly independent for any non-trivial parametric
cross cut.

We next prove a series of lemmas which differ primarily in theassumptions on which atoms have a
non-empty intersection withPLP . A basic idea that we use in the proofs is the observation thatfor a given
parametric cross cut, the cut is a split cut forPLP ∩ {−π1x ≥ −γ1} using the disjunction

(π2 − tπ1)x ≤ (γ2 − tγ1) ∨ (π2 − tπ1)x ≥ γ2 − tγ1 + 1,
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and it is a split cut forPLP ∩ {π1x ≥ γ1 + 1} using the disjunctionπ2x ≤ γ2 ∨ π2x ≥ γ2 + 1. In the
next lemma, we assume that bothQ1 ∪ Q2 andQ3 ∪ Q4 are non empty. In this case, using the fact that
translations of split cuts can be derived from one-row relaxations, we can argue that any parametric cross
cut can be generated from a three-row relaxation of the following form.

Lemma 5.4. Let cx + dy ≥ f be a non-trivial parametric cross cut forP derived from the disjunction
∨4

i=1Di. If Q1 ∪ Q2 6= ∅ andQ3 ∪ Q4 6= ∅, then there existλ1, λ2, λ3 ∈ R1×m with πi = λiA for i = 1, 2
andλ3A = 0 such that a translation ofcx + dy ≥ f is a parametric cross cut for the three-row relaxation
of P ,

P3(λ1, λ2, λ3) = {(x, y) ∈ Zn1 × Rn2 : π1x + g1y = b1, π2x + g2y = b2, g3y = b3, y ≥ 0},

wheregi = λiG, bi = λib for i = 1, 2, 3, derived from the disjunction∨4
i=1Di.

Proof. As cx + dy ≥ f is valid for bothQ3 andQ4, it is a split cut for

P≥ = {(x, y, s) ∈ Zn1 × Rn2+1 : Ax + Gy = b, π1x − s1 = γ1 + 1, s1, y ≥ 0}

derived from the disjunction(π2x ≤ γ2) ∨ (π2x ≥ γ2 + 1). As Q3 ∪ Q4 is not empty, by Lemma 5.1 there
exists a translation ofcx + dy ≥ f for P≥ which has the formπ2x + d′y + e′s1 ≥ f ′ and can be derived as
a split cut for the following one-row relaxation ofP≥:

P≥
1 ([λ1, α1]) =

{

(x, y, s) ∈ Zn1 × Rn2+1
+ : (λ1A + α1π1)x + λ1Gy − α1s1 = λ1b + α1(γ1 + 1)

}

,

whereλ1 ∈ Rm, α1 ∈ R and we haveπ2 = λ1A + α1π1. We will refer to the inequalitycx + dy ≥ f as
theoriginal cut and the inequalityπ2x + d′y + e′s1 ≥ f ′ ascut (A).

As cut (A) is a translation of the original cut for the setP≥ we have
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for someβ1, δ1 ∈ R1 andµ1 ∈ R1×m whereβ1 > 0. Clearly, δ1 = e′. As cut (A) is a split cut for
P≥

1 ([λ1, α1]), it is also a split cut for the two-row set

T = {(x, y, s) ∈ Zn1 × Rn2+1
+ : λ1Ax + λ1Gy = λ1b, π1x − s1 = γ1 + 1}.

Notice thatπ1x− s1 = γ1 + 1 is included in the definition of this set and therefore addinga multiple of this
equation to cut (A), we can obtain the following cut

(π2 + δ1π1)x + d′y ≥ f ′ + δ1(γ1 + 1), (24)

which we will call cut (B), as a split cut forT . By rewriting (23) note that coefficients of cut (B) satisfy
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and therefore cut (B) is a translation of the original cut forP . We will work with cut (B) in the rest of the
proof and for notational ease write it asc̄x+d̄y ≥ f̄ , wherec̄ = (π2+δ1π1), d̄ = d′ andf̄ = f ′+δ1(γ1+1).

So far, we showed that cut (B) is a translation of the originalcut for P and it can be obtained as a split
cut for T derived from the disjunctions(π2x ≤ γ2) ∨ (π2x ≥ γ2 + 1). Therefore, cut (B) is valid for
TLP ∩ {x : π2x ≤ γ2} = TLP ∩ D3 ⊇ PLP

1 (λ1) ∩ D3 and, similarly, also forPLP
1 (λ1) ∩ D4.

We now look at the remaining atoms associated with the parametric cross disjunction. As the original
cut is valid forQ1 andQ2, it is a split cut for

P≤ = {(x, y) ∈ Zn1 × Rn2 : Ax + Gy = b, π1x + s2 = γ1, s2, y ≥ 0}

derived from the disjunction((π2 − tπ1)x ≥ γ2 − tγ1 + 1) ∨ ((π2 − tπ1)x ≤ γ2 − tγ1). As cut (B) is a
translation of the original cut, cut (B) also is a split cut for P≤ derived from the same disjunction. Therefore,
asQ1 ∪ Q2 is not empty, there exists a translation of cut (B) forP≤ which has the form(π2 − tπ1)x +
d′′y + e′′s2 ≥ f ′′, which we will call cut (C). Clearly cut (C) can be derived as asplit cut for the following
one-row relaxation ofP≤:

P≤
1 ([λ2, α2]) =

{

(x, y) ∈ Zn1 × Rn2

+ : (λ2A + α2π1)x + λ2Gy + α2s2 = λ2b + α2γ1

}

,

whereλ2 ∈ Rm, α2 ∈ R and we haveπ2 − tπ1 = λ2A + α2π1. As before, it is easy to see that cut (C) is a
split cut for the two-row set

K = {(x, y, s) ∈ Zn1 × Rn2+1
+ : λ2Ax + λ2Gy = λ2b, π1x + s2 = γ1}.

Furthermore, as cut (C) is a translation of cut (B) forP≤,

β2









c̄
d̄
0
f̄









=









π2 − tπ1

d′′

e′′

f ′′









+









µ2A
µ2G
0

µ2b









+ δ2









π1

0
1
γ1









(25)

for someβ2, δ2 ∈ R1 andµ2 ∈ R1×m whereβ2 > 0 andδ2 = −e′′. Notice that cut (B) may not be a split
cut forK. However, cut (B) is a split cut for the three-row set

L = {(x, y, s) ∈ Zn1 × Rn2+1
+ : λ2Ax + λ2Gy = λ2b, µ2Ax + µ2Gy = µ2b, π1x + s2 = γ1},

and therefore cut (B) is valid forPLP
2 (λ2, µ2) ∩ D1 andPLP

2 (λ2, µ2) ∩ D2.
Now consider the three-row relaxation ofP given by the multipliersλ1, λ2 andλ3 = µ2:

P3(λ1, λ2, λ3) = {(x, y) ∈ Zn1 × Rn2 : λiAx + λiGy = λib, i = 1, 2, 3 ; y ≥ 0},

and note thatP3(λ1, λ2, λ3) = PLP
1 (λ1)∩PLP

2 (λ2, µ2). Clearly, cut (B) is valid forP3(λ1, λ2, λ3)∩Di for
i = 1, . . . , 4 and therefore it is a parametric cross cut forP3(λ1, λ2, λ3). We have therefore established that
a translation of the original cut, namely cut (B), can be obtained as a parametric cross cut from a three-row
relaxation ofP . We will next show that the coefficients of thex variables in this three-row relaxation satisfy
the desired properties.

Remember thatπ1 andπ2 are assumed to be linearly independent, and

M =





λ1A
λ2A
λ3A



 =





π2 − α1π1

π2 − tπ1 − α2π1

(β2 − 1)π2 + (β2δ1 + t − δ2)π1



 =





−α1 1
−(t + α2) 1

(β2δ1 + t − δ2) (β2 − 1)





[

π1

π2

]

.
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Clearly the matrixM has rank either 1 or 2. If rank(M) = 2, then there exists a non-singular3 × 3 matrix
M ′ such thatM ′M = [π1, π2, 0]

T and the relaxationP3(λ1, λ2, λ3) can indeed be written in the desired
form by multiplying the defining equations byM ′.

On the other hand, if rank(M) = 1, then by Lemma 5.2 the convex hull ofP3(λ1, λ2, λ3) can be
obtained using split cuts. However, this implies that the inequalitycx + dy ≥ f is valid for the split closure
of P asP3(λ1, λ2, λ3) is obtained by taking linear combinations of the rows ofP . Since we assumed that
the original cutcx + dy ≥ f is a nontrivial cross cut, and therefore so is its translation c̄x + d̄y ≥ f̄ , we
obtain that rank(M) = 2, completing the proof.

We would like to emphasize that both cut (B) and cut (C) in the proof above are translations of the
original cut with respect toP . We cannot, however show that either of them is a parametric cross cut for
P2(λ1, λ2) when we do not have the translation rowg3y = b3.

Lemma 5.5. Let∨4
i=1Di be a parametric cross disjunction, and assumeQ3∪Q4 = ∅ (resp.,Q1∪Q2 = ∅).

Thenπ1x ≤ γ1 (resp.,π1x ≥ γ1 + 1) is a parametric cross cut forP . If it is a non-trivial one, then there
existλ1, λ2 ∈ R1×m with π1 = λ1A,π2 = λ2A such that it is a parametric cross cut for

P2(λ1, λ2) = {(x, y) ∈ Zn1 × Rn2 : π1x + g1y = b1, π2x + g2y = b2, y ≥ 0},

wheregi = λiG andbi = λib for i = 1, 2, derived from∨4
i=1Di.

Proof. By definition,π1x ≤ γ1 is valid for D1 andD2. Also, π1x ≤ γ1 is valid for ∅ = Q3 = Q4, and is
thus a parametric cross cut forP .

Now assumeπ1x ≤ γ1 is a non-trivial parametric cross cut, i.e., it is not valid for the split closure of
P . Therefore, the split closure ofP (and alsoPLP ) cannot equal∅. As Q3 = Q4 = ∅, the Farkas’ Lemma
implies that there exist multipliersλ′

1, λ
′
2 ∈ Rm, andα1, α2, β1, β2 ∈ R+ such that

λ′
1A + α1π1 − β1π2 = 0, λ′

1G ≤ 0, λ′
1b + α1(γ1 + 1) − β1γ2 ≥ 1, (26)

λ′
2A + α2π1 + β2π2 = 0, λ′

2G ≤ 0, λ′
2b + α2(γ1 + 1) + β2(γ2 + 1) ≥ 1. (27)

As π1x ≤ γ1 is a non-trivial parametric cross cut, Lemma 5.3 implies that π1 andπ2 are linearly inde-
pendent. Ifλ′

1 = 0, the linear independence ofπ1 andπ2 would imply thatα1 = β1 = 0 which would
contradict the last inequality in (26). Thereforeλ′

1 6= 0, and we can similarly conclude thatλ′
2 6= 0. There-

fore, P2(λ
′
1, λ

′
2) is a non-trivial relaxation ofP , andPLP

2 (λ′
1, λ

′
2) ∩ D3 = ∅ andPLP

2 (λ′
1, λ

′
2) ∩ D4 = ∅.

This implies thatπ1x ≤ γ1 is a cross cut forP2(λ
′
1, λ

′
2).

We can assume that at least one ofα1, β1 is positive, otherwise,PLP = ∅, a contradiction to the assumed
non-triviality of π1x ≤ γ1. Similarly, we conclude that one ofα2, β2 is positive. Ifα1 = 0, thenβ1 > 0;
this would imply thatPLP has an empty intersection with{x : π2x ≤ γ2}. Then points inPLP would
satisfyπ2x > γ2. Similarly, if α2 = 0, then points inPLP would satisfyπ2x < γ2 + 1. Thus if bothα1 and
α2 are zero, then both the inequalitiesπ2x ≥ γ2 + 1 andπ2x ≤ γ2 are split cuts, and the split closure ofP
is empty, a contradiction. Therefore at least one ofα1, α2 is positive.

If β1 = 0 or β2 = 0, thenπ1x < γ1 + 1 is a valid inequality forPLP , and thereforeπ1x ≤ γ1 is a split
cut for P . As we assumed thatπ1x ≤ γ1 is not a split cut forP , we can assume thatβ1 > 0 andβ2 > 0.
Now, equations (26) and (27) imply that

(

λ′
1

λ′
2

)

A = Ω

(

π1

π2

)

whereΩ =

(

−α1 β1

−α2 −β2

)

24



The determinant ofΩ equalsα1β2 + α2β1 which is positive, and thereforeΩ is invertible. Letting

(

λ1

λ2

)

= Ω−1

(

λ′
1

λ′
2

)

,

we see thatλ1A = π1 andλ2A = π2. Further, the relaxationP2(λ1, λ2) = P2(λ
′
1, λ

′
2), as the constraints of

either relaxation can be obtained from the constraints of the other by linear combinations.
Notice that if the intersection ofPLP with D1 andD2 is empty, then arguing as above, we would infer

thatπ1x ≥ γ1 + 1 is a parametric cross cut for the two-row relaxationP2(λ1, λ2); further the coefficients
of the x variables in the first constraint ofP2(λ1, λ2) would beπ1 and in the second constraint would be
π2−tπ1. Clearly, we could then conclude thatP2(λ1, λ2) = P2(λ1, λ2+tλ1), and that the second relaxation
has the desired form. The result follows.

Corollary 5.6. Let the intersection ofPLP with every atom of a parametric cross disjunction∨4
i=1Di be

empty. Then0x + 0y ≥ 1 is a linear combination of parametric cross cuts. Thereforethe parametric cross
closure ofP equals∅.

Proof. If PLP satisfies the conditions of the corollary, then Lemma 5.5 implies thatπ1x ≤ γ1 (or −π1x ≥
−γ1) andπ1x ≥ γ1 +1 are parametric cross cuts forP . Adding these cuts together, we obtain0x+0y ≥ 1.

Lemma 5.7. Let cx + dy ≥ f be a non-trivial parametric cross cut forP derived from the disjunction
∨4

i=1Di, and assumeQ3 = Q4 = ∅, butQ1 ∪ Q2 6= ∅. Then there existλ1, λ2, λ3 ∈ R1×m with πi = λiA
for i = 1, 2 andλ3A = 0 such that a translation ofcx+dy ≥ f is a parametric cross cut forP3(λ1, λ2, λ3).

Proof. Let λ1, λ2 be defined as in Lemma 5.5. Then the LP relaxation of the two-row relaxationP2(λ1, λ2)
has empty intersection withD3 andD4. Further, as in the proof of Lemma 5.4, we can obtaincx + dy ≥ f
as a split cut forP≤, and thereby from a one-row relaxation ofP≤. From this, obtain the multiplierλ′ (=
λ2 in Lemma 5.4) such thatcx + dy ≥ f is valid forPLP

1 (λ′) ∩D1 andPLP
1 (λ′)∩D2. Thencx + dy ≥ f

is valid for the intersection of each atom of the disjunctionD with PLP
3 (λ1, λ2, λ

′). Finally, from the proof
of Lemma 5.4 it is clear thatλ′A is a linear combination ofπ1 andπ2; more precisely in the notation of
Lemma 5.4,λ′A = π2 − (t + α2)π1. Then settingλ3 = λ′ − λ2 + (t + α2)λ1, we see thatP3(λ1, λ2, λ

′) =
P3(λ1, λ2, λ3), and the latter relaxation has the desired form.

Together Lemma 5.4 and Lemma 5.7 imply the following result.

Theorem 5.8. Let cx + dy ≥ f be a non-trivial parametric cross cut forP derived from the disjunction
∨4

i=1Di. If PLP ∩ (∪4
i=1Di) 6= ∅, then there exist row vectorsλ1, λ2, λ3 ∈ Rm with πi = λiA for i = 1, 2

andλ3A = 0 such that a translation ofcx + dy ≥ f is a parametric cross cut for the three-row relaxation
of P , P3(λ1, λ2, λ3), derived from the disjunction∨4

i=1Di.

This result can be viewed as a generalization of Lemma 5.1, which is a statement about the equivalence
of split cuts and MIR cuts.

5.3 A special case

Consider the case when the coefficient matrixA has full row rank and note that in this caseλA = 0 implies
thatλ = 0 and therefore we obtain the following as a corollary of Theorem 5.8.
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Corollary 5.9. Let cx + dy ≥ f andP satisfy the conditions of Theorem 5.8. IfA has full row rank, then
there exist row vectorsλ1, λ2 ∈ Rm with πi = λiA for i = 1, 2 such that a translation ofcx + dy ≥ f is a
parametric cross cut for the two-row relaxation ofP , P2(λ1, λ2), derived from the disjunction∨4

i=1Di.

Consider a non-trivial cross cutcx + dy ≥ f for a setP whereA has full row rank. By Corollary
5.9,cx + dy ≥ f is a cross cut forP2(λ1, λ2). Consider any atom of the disjunction which has nonempty
intersection withPLP

2 (λ1, λ2), and obtain multipliers for its constraints and for the defining inequalities of
the atom, sayπ1x ≤ γ1 andπ2x ≤ γ2, which prove thatcx + dy ≥ f is a valid inequality. Thenc is a
(uniquely defined) linear combination ofπ1 andπ2. Therefore, we can subtract multiples of the constraints
of P2(λ1, λ2) to obtain an equivalent cutd′y ≥ f ′, which is a cross cut for the two-row relaxation. But
replacingπ1x by z1 andπ2x by z2, we see thatd′y ≥ f ′ is a unimodular cross cut for a set having the same
form asW in (1), and is thus implied by a quadrilateral cut or a triangle cut of type 1 or 2. Thus, ifA has full
row rank, then there is a 1-to-1 correspondence (up to translations) between non-trivial cross cuts and the
family of quadrilateral cuts forP and triangle cuts of type 1 or 2. Similarly, there is a 1-to-1 correspondence
(up to translations) between crooked cross cuts and 2D lattice-free cuts forP .

In particular, consider the following MIP

z = min{cx + dy : Ax + Gy = b, x ∈ Zn1 , y ∈ Rn2, x ≥ 0, y ≥ 0}

where all data is rational. Let a basis for the LP relaxation of this problem be given and using this basis, the
variables are rewritten asx = [xB, xN ] andy = [yB, yN ] wherexB , yB denote the basic variables andxN ,
yN denote the nonbasic variables. Similarly, the constraint matrix is rewritten as[AB , AN , GB , GN ]. We
call the following relaxation of the MIP, where non-negativity requirements of the nonbasic variables are
dropped, itscorner relaxation:

zC = min{cx + dy : Ax + Gy = b, x ∈ Zn1, y ∈ Rn2, xN ≥ 0, yN ≥ 0}.

This relaxation is a natural extension of the well-known corner relaxation of pure integer linear programs
(IP) introduced by Ralph Gomory (see [27], [14] for recent discussions). Clearly, the corner relaxation, both
for IPs and MIPs, depends on the choice of the LP basis.

Note that this feasible region of this corner relaxation canequivalently be written as

xB + A1xN + G1yN = b1 (28)

yB + A2xN + G2yN = b2 (29)

xN − Is = 0 (30)

s, yN ≥ 0 (31)

xB , xN ∈ Z (32)

after (i) writing the nonnegativity ofxN variables using additional slack variables, and, (ii) multiplying the
original constraint matrix with the inverse of the (basis) matrix obtained by collecting the columns associated
with the basic variables.

Notice thatyB variables are not restricted in sign and givenxB , xN , yN that satisfy (28), (30)-(32), it is
always possible to setyB = b2 − A2xN − G2yN to obtain a feasible point. Therefore, dropping variables
yB and equations (29) simply corresponds to projecting out theyB variables and does not change the value
of the relaxation. Now note that the coefficients of the integer variables in the remaining constraints form
the matrix

Ā =

[

IB A1

0 IN

]

26



whereIB andIN are identity matrices of appropriate dimension. ClearlyĀ has full-row rank and therefore
satisfies the conditions of Corollary 5.9. Therefore the family of crooked cross (cross) cuts for a corner
relaxation of an MIP equals the family of 2D lattice-free cuts (quadrilateral cuts and triangle cuts of type 1
and 2).

6 Concluding remarks

One of our main contributions in this paper is to define the crooked cross cuts and show that, for general
mixed-integer sets, they dominate 2D lattice-free cuts. Even though we believe this dominance to be strict,
we are not able to establish it. In other words, we are not ableto answer if a two-row relaxation is sufficient
to produce any given (crooked) cross cut. Depending on the answer to this question, one can conclude if
crooked cross cuts strictly dominate 2D lattice-free cuts or not. We think this is a very interesting open
problem.

Another related question we have not looked at in this paper is whether or not the (crooked) cross cut
closure of a polyhedral mixed-integer set is polyhedral. Note that polyhedrality of the cross cut closure
would not immediately imply the polyhedrality of the quadrilateral closure of the canonical two-row set.
This is due to another open question regarding the dominanceof cross cuts over unimodular cross cuts.

A final related question that we find interesting is whether ornot crooked cross cuts give the convex hull
of mixed-integer sets with only two integer variables. If true, this would be an extension of the fact that split
cuts give the convex hull of mixed-integer sets with a singleinteger variable. We believe the answer to be
affirmative.

Recently there has been much research into deriving effective cutting planes for MIPs using 2D lattice-
free cuts. One computational approach which has been explored is to obtain a two-row continuous group
relaxation from two simplex tableau rows corresponding to basic integer variables with fractional value,
derive 2D lattice free cuts, and then apply lifting to incorporate upper bound information and integrality
of variables (see [8], [23], [24]). It seems hard to devise aneffective algorithm to find good, maximal,
lattice-free bodies such that the associated cuts are violated by the current LP solution. The results in this
paper suggest an alternative to generating 2D lattice free cuts for MIPs. Rather than creating a two-row
continuous group relaxation from a pair of simplex tableau rows, one can directly apply different crooked
cross disjunctions to these rows, though it is probably hardto choose a good crooked cross disjunction.
Answers to such computational questions require extensiveexperimentation.
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