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o Title: Hybrid Coherence for Scalable Heterogeneous Computing 
o Abstract: Two broad classes of memory models are available today: models 

with hardware cache coherence, used in conventional chip multiprocessors, 
and models that rely upon software to manage coherence, found in compute 
accelerators.  In some systems, both types of models are supported using 
disjoint address spaces and/or physical memories.  In this talk I will present 
the concept of a hybrid memory model that enables fine-grained temporal 
reassignment of data between hardware-managed and software-managed 
coherence domains, allowing a system to support both.  I will present our 
proof-of-principle implementation called Cohesion. I will show how Cohesion 
can be used to dynamically adapt to the sharing needs of both applications and 
system software without requiring copy operations or multiple address spaces. 
 
Cohesion offers the benefits of reduced message traffic and on-die directory 
overhead when software-managed coherence can be used and the advantages 
of hardware coherence for cases in which software-managed coherence is 
impractical. Cohesion is implemented using the Rigel accelerator architecture.  
Rigel is a hierarchical, cached 1024-core processor with a single address space 
that supports both software-enforced coherence and directory-based hardware 
coherence protocols.  Relative to an optimistic, hardware-coherent baseline, a 
realizable Cohesion design achieves competitive performance with a 2x 
reduction in message traffic, a 2.1x reduction in directory utilization, and 
greater robustness to on-die directory capacity. 
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