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=S Open by design..

Istio overview
Istiod - from microservices to monolith
Istio Hands-on

Use WSAM to extend your envoy proxy

Prow and Istio
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Managing
microservices doesn’t
need to be complicated



What is a service
mesh?

* A service mesh is a programmable framework
that allows you to observe, secure, and connect

microservices.
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How does a service mesh work?
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Istio 1.5 Highlight

Simplified architecture and operations

e istiod binary

* Improvements in operator
Improved extensibility

*  Mixer-less

 Telemetry v2
SDS (secret discovery service) by default

New Authentication Policy



“% Simplified Architecture - istiod
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Why microservices prior to
1.57

Leverage Istio sidecar to secure control plane microservices

Leverage Istio sidecar to observe control plane microservices.

Ability to operate pilot differently than mixer or citadel

Possible ability to develop and release Istio control plane components independently.

Eat our own dog food ©



Advantages ot

Different programming languages for services
Different team for managing services individually
Different releases for services at different times
Scale components independently

Maintain security boundaries among your services

microservices



Why 1stiod?

* Simplify Istio install experience

* One single delivery, single deployment and service to install, manage and upgrade.

* Simplify Istio configuration experience

* No longer need PodSecurityPolicy

* VMs and Multiclusters become easier

 Scalability becomes easier

* Debugging becomes easier

* Startup time improves

* Component dependency is removed

* Performance improves

* Communication among components is simpler and reliable



How Istiod works?

e certProvider has 2 choices:

* jistiod (default)
* kubernetes

* istio configmap contains runtime mesh configuration for

istiod

* |stio-leader defines which istiod is the leader

* Istio-sidecar-injector contains config for sidecar injectors

* |Istio-ca-root-cert is created for each namespace

e prometheus contains Prometheus scrape configs and

jobs

$ k get cm -n istio-system

NAME

istio
istio-ca-root-cert
istio-leader

istio-namespace-controller-election
istio-security
istio-sidecar-injector
istio-validation-controller-election
prometheus

RPONRPROORN




A service 1s added to the mesh

* |Istio-ca-root-cert configmap must be created for each

namespace by istiod

* Istio-ca-root-cert will be mounted to the pod

* The service’s service account token & istio-token will be

used to by istio-agent for generating the certificate
signing request.

* |stiod does the authn and authz check on the CSR

request and issue the signed certificate and key to istio-
agent.

name: sleep-token-s4lxn
secret:

defaultMode: 420

secretName: sleep-token-s4lxn

emptyDir:

medium: Memory

name: istio-envoy
emptyDir: {%
name: istio-data
downwardAPI:

defaultMode: 420

items:

- fieldRef:
apiVersion: vi
fieldPath: metadata.labels

path: labels

- fieldRef:
apiVersion: vi
fieldPath: metadata.annotations

path: annotations
name: istio-podinfo
- name: istio-token
projected:

defaultMode: 420

sources:

- serviceAccountToken:
audience: istio-ca
expirationSeconds: 43200
path: istio-token




Istio-agent

Istio Agent
process

II
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Proxy container

traffic

Pod

Backend
processes
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Identity architecture for data plane

istiod
Sidecar
Injector |
. 3. token, CSR->
1. SDS configuration certificate
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What i1stiod means for users?

* Operators:

* Easier to install, easier to manage or upgrade control plane.
* Easier to configure multiclusters

* Easier to check for logs

* Easier to monitor control plane

* Users:
* No direct impacts



Multi-Cluster Deployments -
Single Control Plane
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Adoption Approaches: Gateway Only

Ingress and Egress (optional) gateways
No sidecar proxies (no mesh)
Observability only at gateway
Control inbound and outbound traffic

Support beyond the Application-Layer

Istio Ingress Istio Egress
Gateway Gateway

Service A Service B

IBM Cloud



ecuring inbound traffic

e Connect Istio Ingress gateway with IBM Cloud
NLB

- Create credential based on key and cert from
NLB hostname




Securing inbound traffic

* Secure Gateway configuration

- Access the application inbound traffic
securely

User ID:
Password:

Submit



Adoption
Approaches: Mesh
‘Observability

Incrementally add services to the mesh

Automatic visibility of interactions
between services

Istio Ingress Istio Egress
Gateway Gateway

Service A Service B

Istio Proxy Istio Proxy

IBM Cloud



Deploy pods and services to the mesh

1: apps/vl
Deployment
=H

traderv2

Add named service port for each service port
stock—-trader

Pod must have a service associated

Label deployments with app and version

Don't use UID 1337

Do you have NET_ADMIN privilege?

https://istio.io/docs/setup/kubernetes/prepare/requirements/

)HTTPProbers: "true"
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|mpl|fy adding
services to the mesh

* Existing Service: add services to the mesh

New Service: Deploy the services as usual

Annotate the namespace with istio-injection
enabled

Confirm pods are running with sidecars




&< c @ linistio10-85f044fc29ce613¢c264409c04a; vy Q

= Observe traffic
communication with
no change

* Generate some load on the stock trader

application
 Create a new portfolio
© Retrieve selected portfolio

~ Update selected portfolio (add stock)
 Delete selected portfolio

« Visualize traffic animation with Kiali Owner | Total
© |linsun || $13,511.00
Submit  Log Out

- il O @ o - oo @a-o - o8 > S
#‘, P mm— 2 - ——— “"
trader-service latest portfobo-service latest stock-quote-service latest
Istio-ingrassgateway 4 PassthroughCluster

1.5



Observe trace spans for
each request

* Bring up Jaeger dashboard

« Click on arequest to view trace spans among
services




Adoption Approaches: Secure Mesh

Incrementally add services to the mesh
Incrementally set secure communication (mTLS)

Auto mTLS to set client security settings based on target service

Istio Ingress Istio Egress
Gateway Gateway

Service A Service B

Istio Proxy Istio Proxy

IBM Cloud



Istio Security Architecture

Service A / \ Service B
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curing communication
Within Istio

* Permissive mTLS improves mTLS onboarding
experience.

« Enforce mTLS traffic in the mesh with
authentication policy

a SN
@ Service A
S J
‘ \} Mesh Traffic attempts mTLS first,

—1 r— if it fails then it will use plaintext. | -

e B
@ Service B
\_ ‘ J

Ui

LL@ Sidecar Proxy < @ (,(,@ Sidecar Proxy
\ 19

~

J

(= |
istio-1.5.1 $ kubectl apply -f - <<EOF
"security.istio.io/vlbetal"
"PeerAuthentication”

"default"
"stock-traderxr"

STRICT

:default)

peerauthentication.security.istio.io/default created




“Securing communication

Within Istio

 End user authentication

« Authorization

Think 2020 / DOC ID / April 21,



Adoption Approaches: Traffic
Management

Route traffic between versions

Add resiliency via circuit breakers, time
outs, and retries

-
Service B

v

< Istio Proxy J l

 Istio Ingress Istio Egress
Gateway Gateway

100%

\V)
Istio Proxy J

( Service A
E Istio Proxy Service B 1

40%
mirror

IBM Cloud



stio Network Resources

Gateway

Virtual Service
Destination Rule
Service entry

Sidecar




Ingress Gateway

@ envoy

Gateway
What URL listing
Example: svca.corp.local, port 8080 |

) Service B
VirtualService ) vl
"Where to send the traffic” ‘
\ Example: Service A , version: vlj Service B
\ 4 v2

DestinationRule
“What Rules need to Apply”
Example: Circuit Breakers

Service A
vl

D N
z

http://www.routetocloud.com/2019/04/introduction-to-istio—service-megFA l



e Dark Launch




* Selectively Route Requests

(= | :default)
trader § cat manifests/trader-vs-test.yaml
apiVersion: networking.istio.io/vlalpha3
kind: VirtualSexvice
metadata:
name: virtual-service-trader
spec:
hosts:
- '
gateways:
- trader-gateway
http:
- match:
- headers:
user-agent:
regex: '.xFirefox.x'
uri:
prefix: /trader
route:
- destination:
host: trader-service
subset: "v2"
port:
number: 9080
- match:
- uri:
prefix: /trader
route:
- destination:
host: trader-service
subset: "vi1"
port:
numbexr: 9080

(= 1 :default)

trader § k apply -f manifests/trader-vs-test.yaml -n stock-trader

virtualservice.networking.istio.io/virtual-service-trader configured




* Canary Testing




e Resiliency

Think 2020 / DOC ID / April 21,




(€| :default)
istio-explained $ cat stock-quote/manifests/stock-quote-vs-fault-match.yaml
apiVersion: networking.istio.io/vialpha3
kind: VirtualService
metadata:
name: virtual-service-stock-quote
. spec:
* Chaos Testing hosts:
- stock-quote-service
http:
- fault:
delay:
fixedDelay: 90s
pexcent: 100
match:
- headers:
portfolio_user:
exact: Jason
route:
- destination:
host: stock-quote-service
port:
numbex: 9080
route:
- destination:
host: stock-quote-service
port:
numbexr: 9080

(= | :default)

(= | :default)
istio-explained $ k apply -f stock-quote/manifests/stock-quote-vs-fault-match.

-n stock-trader
virtualservice.networking.istio.io/virtual-service-stock-quote created

Think 2020 / DOC ID / April 21,




e Control Outbound Traffic
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